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CHAPTER III

The Object of Study

§1. On defining a language

What is it that linguistics sets out to analyse? Whgt is the _actual
object of study in its entirety? The question is a particularly difficult
one. We shall see why later. First, let us simply try to grasp the nature
of the difficulty. . .

Other sciences are provided with objects of study given in afivaqce,
which are then examined from different points of view. Nothing like
that is the case in linguistics. Suppose someone pronounces the French
word nu (‘naked’). At first sight, one might think this would be an
example of an independently given linguistic object. Bl.lt more ca?eful
consideration reveals a series of three or four quite different tbmgs,
depending on the viewpoint adopted. There 1s a sgundi there is the
expression of an idea, there is a derivative of Latm _nudum, and 80
on. The object is not given in advance of the viewpoint: fgr from it.
Rather, one might say that it is the viewpoint adqpted which creates
the object. Furthermore, there is nothing to tell usin gdvance whether
one of these ways of looking at it is prior to or superior to any of the
others. ‘ o

Whichever viewpoint is adopted, moreover, linguistic Phenomena
always present two complementary facets, each depending on the

other. For example:

(1) The ear perceives articulated syllables as auditory impressions.
But the sounds in question would not exist without the vocal organs.
There would be no n, for instance, without these two complementary
aspects to it. So one cannot equate the language simply with‘what_the
ear hears. One cannot divorce what is heard from oral articulation.
Nor, on the other hand, can one specify the relevant movements of the
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vocal organs without reference to the corresponding auditory impress-
ion {cf. p. [63] ff.).

(2) But even if we ignored this phonetic duality, would language
then be reducible to phonetic facts? No. Speech sounds are only the
instrument of thought, and have no independent existence., Here an-
other complementarity emerges, and one of great importance. A sound,
itself a complex auditory-articulatory unit, in turn combines with an
idea to form another complex unit, both physiologically and psycho-
logically. Nor is this all,

{3} Language has an individual aspect and a social aspect. One is
not conceivable without the other. Furthermore:

(4) Language at any given time involves an established system and
an evolution. At any given time, it is an institution in the present and
a product of the past, At first sight, it looks very easy to distinguish
between the system and its history, between what it is and what it
was. In reality, the connexion between the two is so close that it is
hard to separate them. Would matters be simplified if one considered
the ontogenesis of linguistic phenomena, beginning with a study of
children’s language, for example? No. It is quite illusory to believe
that where language is concerned the problem of origins is any differ-
ent from the problem of permanent conditions. There is no way out of
the circle.

So however we approach the question, no one object of linguistic
study emerges of its own accord. Whichever way we turn, the same
dilemma confronts us. Either we tackle each problem on one front
only, and risk failing to take into account the dualities mentioned
above: or else we seem committed to trying to study language in
several ways simultaneously, in which case the object of study becomes
a muddle of disparate, unconnected things. By proceeding thus one
opens the door to various sciences — psychology, anthropology, pre-
scriptive grammar, philology, and so on — which are to be distinguish-
ed from linguistics. These sciences could lay claim to language as
falling in their domain; but their methods are not the ones that are
needed.

One solution enly, in our view, resolves all these difficulties. The
linguist must take the study of linguistic structure as his primary
concern, and relate all other manifestations of language to it. Indeed,
amid so many dualities, linguistic structure seems to be the one thing
that is independently definable and provides something our minds can
satisfactorily grasp,

What, then, is linguistic structure? It is not, in our opinion, simply
the same thing as language. Linguistic structure is only one part of
language, even though it is an essential part. The structure of a
language is a social product of our language faculty. At the same time,
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it is also a body of necessary conventions adopted by society to enable
members of society to use their language faculty. Language in its
entirety has many different and disparate aspects. It lies astride the
boundaries separating various domains. It is at the same time physi-
cal, physiological and psychological. It belongs both to the individual
and to society. No classification of human phenomena provides any
single place for it, because language as such has no discernible unity.

A language as a structured system, on the contrary, is both a self-
contained whole and a principle of classification. As soon as we give
linguistic structure pride of place among the facts of language, we
introduce a natural order into an aggregate which lends itself to no
other classification.

It might be objected to this principie of classification that our use of
langunge depends on a faculty endowed by nature: whercas language
systems are acquired and conventional, and so ought to be subordi-
nated to — instead of being given priority over — our natural ability.

To this objection one might reply as follows.

First, it has not been established that the function of language, as
manifested in speech, is entirely natural: that is to say, it is not clear
that our vocal apparatus is made for speaking as our legs for walking.
Linguists are by no means in agreement on this jssne. Whitney, for
instance, who regards languages as social institutions on exactly the
same footing as all other social institutions, holds it to be a matter of
chance or mere convenience that it is our vocal apparatus we use for
linguistic purposes. Man, in his view, might well have chosen to use
gestures, thus substituting visual images for sound patterns. Whit-
ney’s is doubtless too extreme a position. For languages are not in all
respects similar to other social institutions (cf. p.[107] ff., p.[110D.
Moreover, Whitney goes too far when he says that the selection of the
vocal apparatus for language was accidental. For it was in some
measure imposed upon us by Nature. But the American linguist is
right about the essential point: the language we use is a convention,
and it makes no difference what exactly the nature of the agreed sign
is. The question of the vocal apparatus is thus a secondary one as far
as the problem of language is concerned.

This idea gains support from the notion of language articulation. In
Latin, the word articulus means ‘member, part, subdivision in a se-
quence of things’. As regards language, articulation may refer to the
division of the chain of speech into syllables, or to the division of the
chain of meanings into meaningful units. It is in this sense that one
speaks in German of gegliederte Sprache. On the basis of this second
interpretation, one may say that it is not spoken language which is
natural to man, but the faculty of constructing a language, ie. a
system of distinct signs corresponding to distinct ideas.

Broca discovered that the faculty of speech is localised in the third
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frontal Fonvolution of the left hemisphere of the brain. This fact has
been seized upon to justify regarding language as a natural endow-
ment. But the same localisation is known to hold for everytking con-
pected with language, including writing, Thus what seems to be
mdi.cated, when we take into consideration also the evidence from
various forms of aphasia due to lesions in the centres of localisation
is: (1) that the various disorders which affect spoken language are
interconnected in many ways with disorders affecting written lang-
uage, and (2) that in all cases of aphasia or agraphia what is affected
is not so much the ability to utter or inscribe this or that, but the
ability to produce in any given mode signs corresponding to normal
lgnguage. All this leads us to believe that, over and above the func-
tlonlng of the various organs, there exists a more general faculty
governing signs, which may be regarded as the linguistic faculty par
excellence. So by a different route we are once again led to the same
conclusion.

Finally, in support of giving linguistic structure pride of place in
our study of language, there is this argument: that, whether natural
or not, the facuilty of articulating words is put to use only by means
pf tghe linguistic instrument created and provided by society. Therefore
it is no absurdity to say that it is linguistic structure which gives
language what unity it has.

$2. Linguistic structure: its place among the facts of language

In 01jder to identify what role linguistic structure plays within the
totality of language, we must consider the individual act of speech
and trace what takes place in the speech circuit. This act requires at
least two individuals: without this minimum the circuit would not be
C(t)}rlnplete. Suppose, then, we have two people, A and B, talking to each
other;

_ The starting point of the circuit is in the brain of one individual, for
instance A, where facts of consciousness which we shall call concepts
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are associated with representations of linguistic signs or sound pat-
terns by means of which they may be expressed. L'et us suppose that
a given concept triggers in the brain a corresponding sognd pattern.
This is an entirely psychological phenomenon, followed in turn by a
physiological process: the brain transmits to the organs of phonation
an impulse corresponding to the pattern. Then sound waves are sent
from A's mouth to B’s ear: a purely physical process. Next, the circuit
continues in B in the oppoesite order: from ear to brain, the physio-
logical transmission of the sound pattern; in the braip, the psycho-
logical association of this pattern with the correspopdmg lconcept,. If
B speaks in turn, this new act will pursue — from his brain to A's —
exactly the same course as the first, passing through the same succes-
sive phases, which we may represent as follows:

Vocalisation

Hearing

c=Concept
s=Sound Pattern

Hearing

Vocalisation

This analysis makes no claim to be complete. Ong cou}d go on to
distinguish the aunditory sensation itself, the identification of that
sensation with the latent sound pattern, the patterns of muscular
movement associated with phonation, and so on. We have inpluded
only those elements considered essential; but our schematisatlon en-
ables us straight away to separate the parts which are physical (sqund
waves) from those which are physiological (phonation and hearing)
and those which are psychological (the sound patterns of words and
the concepts). It is particularly important to note that the sound pat-
terns of the words are not to be confused with actual sounds. ’I_‘he word
patterns are psychological, just as the concepts associated with them

are. o
The circuit as here represented may be further divided:

(a) into an external part (sound vibrations passing from mouth to
ear) and an internal part {(comprising all the rest).;

(b) into a psychological and a non-psychologlcal part, the latter
comprising both the physiological facts localised in the organs and the

: II1. The Object of Study 13

physical facts external to the individual; and

{c) into an active part and a passive part, the former comprising
everything which goes from the association centre of one individual to
the ear of the other, and the latter comprising everything which goes
from an individual’s ear to his own association centre.

Finally, in the psychological part localised in the brain, one may
call everything which is active ‘executive’ (¢ — s), and everything
which is passive 'receptive’ (s — ¢).

In addition, one must allow for a faculty of association and co-
ordination which comes into operation as soon as one goes beyond
individual signs in isolation. It is this faculty which plays the major
role in the organisation of the language as a system (cf. p.[170] ff.).

But in order to understand this role, one must leave the individual
act, which is merely language in embryo, and proceed to consider the
social phenomenon.

All the individuals linguistically linked in this manner will estab-
lish among themselves a kind of mean; all of them will reproduce -
doubtless not exactly, but approximately — the same signs linked to
the same concepts.

What is the origin of this social crystallisation? Which of the parts
of the circuit is involved? For it is very probable that not all of them
are equally relevant.

The physical part of the circuit can be dismissed from consideration
straight away. When we hear a language we do not know being spo-
ken, we hear the sounds but we cannot enter into the social reality of
what is happening, because of our failure to comprehend.

The psychological part of the circuit is not involved in its entirety
either. The executive side of it plays no part, for execution ig never
carried out by the collectivity: it is always individual, and the indi-
vidual is always master of it. This is what we shall designate by the
term speech.

The individual’s receptive and co-ordinating faculties build up a
stock of imprints which turn out to be for all practical purposes the
same as the next person’s. How must we envisage this social product,
so that the language itself can be seen to be clearly distinct from the
rest? If we could collect the totality of word patterns stored in all those
individuals, we should have the social bond which constitutes their
language. It is a fund accumulated by the members of the community
through the practice of speech, a grammatical system existing poten-
tially in every brain, or more exactly in the brains of a group of
individuals; for the language is never complete in any single individ-
ual, but exists perfectly only in the collectivity.

By distinguishing between the language itself and speech, we distin-
guish at the same time: (1) what is social from what is individual,
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14 Introduction
and (2) what is essential from what is ancillary and more or less
accidental.

The language itself is not a function of the speaker. It is the product
passively registered by the individual. It never requires premedita-
tion, and reflexion enters into it only for the activity of classifying to
be discussed below (p.[170] ff.).

Speech, on the contrary, 1s an individual act of the will and the
intelligence, in which one must distinguish: (1} the combinations
through which the speaker uses the code provided by the language in
order to express his own thought, and (2} the psycho-physical mechan-
ism which enables him to externalise these combinations.

It should be noted that we have defined things, not words. Conse-
guently the distinctions established are not affected by the fact that
certain ambiguous terms have no exact equivalents in other
languages. Thus in German the word Sprache covers individual
languages as well as language in general, while Rede answers more
or less to ‘speech’, but also has the special sense of ‘discourse’. In Latin
the word sermo covers language in general and also speech, while
lingua is the word for ‘a language’; and so on. No word corresponds
precisely to any one of the notions we have tried to specify above. That
is why all definitions based on words are vain, It is an error of method
to proceed from words in order to give definitions of things.

To summarise, then, a language as a structured system may be

characterised as follows:

1. Amid the disparate mass of facts involved in language, it stands
out as a well defined entity. It can be localised in that particular
section of the speech circuit where sound patterns are associated with
concepts. It is the social part of language, external to the individual,
who by himself is powerless either to create it or to modify it. It exists
only in virtue of a kind of contract agreed between the members of a
community. On the other hand, the individual needs an apprenticeship
in order to acquaint himself with its workings: as a child, he assimi-
lates it only gradually. It is quite separate from speech: a man who
loses the ability to speak none the less retains his grasp of the lan-
guage system, provided he understands the vocal signs he hears.

2. A language system, as distinct from speech, is an object that may
be studied independently. Dead languages are no longer spoken, but
we can perfectly well acquaint ourselves with their linguistic struc-
ture. A science which studies linguistic structure is not only able to
dispense with other elements of language, but is possible only if those
other elements are kept separate.

3. While language in general is heterogeneous, a language system
is homogeneous in nature. It is a system of signs in which the one
essential is the union of sense and sound pattern, both parts of the
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sign being psychological.

4. Linguistic structure is no less real than speech, and no less
amenable to study. Linguistic signs, although essentially psychologi-
cal, are not abstractions. The associations, ratified by collective agree-
ment, which go to make up the language are realities localised in the
brain. Moreover, linguistic signs are, so to speak, tangible: writing
can fix them in conventional images, whereas it would be impossible
to photograph acts of speech in all their details. The utterance of a
word, however small, involves an infinite number of muscular move-
ments extremely difficult to examine and to represent. In linguistic
structure, on the contrary, there is only the sound pattern, and this
can be represented by one constant visual image. For if one leaves out
of account that multitude of movements required to actualise it in
speech, each sound pattern, as we shall see, is only the sum of a
limited number of elements or speech sounds, and these can in turn
be represented by a corresponding number of symbols in writing. Our
ahility to identify elements of linguistic structure in this way is what
makes it possible for dictionaries and grammars to give us a faithful
representation of a language. A language is a repository of sound
patterns, and writing is their tangible form.

$3. Languages and their place in human affairs. Semiology

’I‘he above characteristics lead us to realise another, which is more
important. A language, defined in this way from among the totality
of facts of language, has a particular place in the realm of human
affairs, whereas language does not,.

A language, as we have just seen, is a social institution. But it is in
various respects distinct from political, juridical and other institutions.
Its special nature emerges when we bring into consideration a differ-
ent order of facts.

A language is a system of signs expressing ideas, and hence compar-
ablfe to writing, the deafrand-dumb alphabet, symbolic rites, forms of
politeness, military signals, and so on. It is simply the most important
of such systems.

It_is therefore possible to conceive of a science which studies the role
of signs as part of social life. It would form part of social psychology,
and hence of general psychology. We shall call it semiology’ (from the
Greek sémeion, ‘sign’). It would investigate the nature of signs and
the laws governing them. Since it does not yet exist, one cannot say
for certain that it will exist. But it has a right to exist, a place ready

' Not ti] bg]cgnfused with semantics, which studies changes of meaning. Saussure
gave no detailed exposition of semantics, but the basic principle to be a lied is stated
on p.{109]. (Editorial note) P ? P
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for it in advance. Linguistics is only one branch of this general science.
The laws which semiology will discover will be laws applicable in
linguistics, and linguistics will thus be assigned to a clearly defined
place in the field of human knowledge.

It is for the psychologist to determine the exact place of semiology.!
The linguist’s task is to define what makes languages a special type
of system within the totality of semiological facts. The question will
be taken up later on: here we shall make just one point, which is that
if we have now for the first time succeeded in assigning linguistics its
place among the sciences, that is because we have grouped it with
semiology.

Why is it that semiology is not yet recognised as an autonomous
gcience with its own object of study, like other sciences? The fact is
that here we go round in a circle. On the one hand, nothing is more
appropriate than the study of languages to bring out the nature of the
semiological problem. But to formulate the problem suitably, it would
be necessary to study what a language is in itself: whereas hitherto
a language has usually been considered as a function of something
else, from other points of view.

In the first place, there is the superficial view taken by the general
public, which sees a language merely as a nomenclature (cf, p. [97]).
This is a view which stifles any inquiry into the true nature of lin-
guistic structure.

Then there is the viewpoint of the psychologist, who studies the
mechanism of the sign in the individual. This is the most straightfor-
ward approach, but it takes us no further than individual execution,
It does not even take us as far as the linguistic sign itself, which is
social by nature.

Even when due recognition is given to the fact that the sign must
be studied as a social phenomenon, attention is restricted to those
features of languages which they share with institutions mainly es-
tablished by voluntary decision. In this way, the investigation is di-
verted from its goal. It neglects those characteristics which belong
only to semiological systems in general, and to languages in particu-
lar. For the sign always to some extent eludes control by the will,
whether of the individual or of society: that is its essential nature,
even though it may be by no means obvious at first sight.

So this characteristic emerges clearly only in languages, but its
manifestations appear in features to which least attention is paid. All
of which contributes to a failure to appreciate either the necessity or
the particular utility of a science of semiology. As far as we are
concerned, on the other hand, the linguistic problem is first and fore-
most semiological. All our proposals derive their rationale from this

L Of A. Naville, Classification des sciences, 2nd ed., p.104. (Editorial note)
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basic fact. If one wishes to discover the true nature of language sys-
tems, one must first consider what they have in common with all other
systems of the same kind. Linguistic factors which at first seem central
(for example, the workings of the vocal apparatus) must be relegated
to a place of secondary importance if it is found that they merely
differentiate languages from other such systems. In this way, light
will be thrown not only upon the linguistic problem. By considering
rites, customs, etc., as signs, it will be possible, we believe, to see them
in a new perspective. The need will be felt to consider them as se-
miological phenomena and to explain them in terms of the laws of
semiology.
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CHAPTER IV

Linguistics of Language Structure
and Linguistics of Speech

In allocating to a science of linguistic structure its essential role
within the study of language in general, we have at the same time
mapped out linguistics in its entirety. The other elements of language,
which go to make up speech, are automatically subordinated to this
first science. In this way all the parts of linguistics fall into their
proper place.

Take, for example, the production of sounds necessary to speech,
The vocal organs are as external to the language system as the elec-
trical apparatus which is used to tap out the Morse code is external to
that code. Phonation, that is to say the execution of sound patterns,
in no way affects the system itself. In this respect one may compare
a language to a symphony. The symphony has a reality of its own,
which is independent of the way in which it is performed. The mistakes
which musicians may make in performance in no way compromise
that reality.

One may perhaps object to regarding phonation as separate from
the language system. What about the evidence provided by phonetic
changes, coming from alterations in sounds as produced in speech? Do
not these have a profound influence upon the destiny of the language
itself? Have we really the right to claim that a language exists inde-
pendently of such phenomena? Yes, for they affect only the material
substance of words. The language itself as a system of signs 1s affected
only indirectly, through the change of interpretation which resulis.
But that has nothing to do with phonetic change as such {cf. p. [1211).
It may be of interest to investigate the causes of such changes, and
the study of sounds may be of assistance. But it is not essential. For
4 science which deals with linguistic structure, it will always suffice
to take note of sound changes and to examine what effects they have
on the system.

IV. Linguistics of Language Structure 19

What applies to phonation will apply also to all other elements of
speech. The activity of the speaker must be studied in a variety of
disciplines, which are of concern to linguistics only through their
connexions with linguistic structure.

The study of language thus comprises two parts. The essential part
takes for its object the language itself, which is social in its essence
and independent of the individual. This is a purely psychological
study. The subsidiary part takes as its object of study the individual
part of language, which means speech, including phonation. This is &
psycho-physical study.

These two objects of study are doubtless closely linked and each
presupposes the other. A language is necessary in order that speech
should be intelligible and produce all its effects. But speech also is
necessary in order that a language may be established. Historically,
speech always takes precedence. How would we ever come to associate
an idea with a verbal sound pattern, if we did not first of all grasp
this association in an act of speech? Furthermore, it is by listening to
others that we learn our native language. A language accumulates in
our brain only as the result of countless experiences. Finally, it is
speech which causes a language to evolve. The impressions received
from listening to others modify our own linguistic habits. Thus there
is an interdependence between the language itself and speech. The
former is at the same time the instrument and the product of the
latter. But none of this compromises the absolute nature of the dis-
tinction between the two.

A language, as a collective phenomenon, takes the form of a totality
of imprints in everyone's brain, rather like a dictionary of which each
individual has an identical copy (cf. p. [30]). Thus it is something
which is in each individual, but is none the less common to all. At the
same time it is out of the reach of any deliberate interference by
individuals. This mode of existence of a language may be represented
by the following formula:

1+1+1+1...=1I(collective model).

In what way is speech present in this same collectivity? Speech is
the sum total of what people say, and it comprises (a) individual
combinations of words, depending on the will of the speakers, and (b)
acts of phonation, which are also voluntary and are necessary for the
execution of the speakers’ combinations of words.

Thus there is nothing collective about speech. Its manifestations are
individual and ephemeral. It is no more than an aggregate of particu-
lar cases, which may be represented by the following formula:

aA+1+17+1",.0.

For all these reasons, it would be impossible to consider language
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systems and speech from one and the same point of view. Language
in its totality is unknowable, for it lacks homogeneity. But the dis-
tinction drawn above and the priority it implies make it possible to
clarify everything.

That is the first parting of the ways that we come to when endeav-
ouring to construct a theory of language. It is necessary to choose
between two routes which cannot both be taken simultaneously. Each
must be followed separately.

It would be possible to keep the name linguistics for each of these
two disciplines. We would then have a linguistics of speech. But it
would be essential not to confuse the linguistics of speech with lin-
guistics properly so called. The latter has linguistic structure as its
sole object of study.

We shall here concern ourselves strictly with linguistics proper, and
although in the course of our discussion we may draw upon what the
study of speech can tell us, we shall endeavour never to blur the
boundaries which separate the two domains.




PART ONE

General Principles

CHAPTER I

Nature of the Linguistic Sign

§1. Sign, signification, signal

For some people a language, reduced to its essentials, is a nomencla-
ture: a list of terms corresponding to a list of things. For example,
Latin would be represented as:

* ARBOR
. EQUOS
etc. etc.

This conception is open to a number of objections. It assumes that
ideas already exist independently of words (see below, p. [155]). It does
not clarify whether the name is a vocal or a psychological entity, for
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ARBOR might stand for either. Furthermore, it leads one to assume
that the link between a name and a thing is something quite unprob-
lematic, which is far from being the case. None the less, this naive
view contains one element of truth, which is that linguistic units are
dual in nature, comprising two elements.

As has already been noted (p. [28]) in connexion with the speech
circuit, the two elements involved in the linguistic sign are both
psychological and are connected in the brain by an associative link.!
This is a point of major importance.

A linguistic sign is not a link between a thing and a name, but
between a concept and a sound pattern.® The sound pattern is not
actually a sound; for a sound is something physical. A sound pattern
is the hearer’s psychological impression of a sound, as given to him by
the evidence of his senses. This sound pattern may be called a ‘mater-
ial’ element only in that it is the representation of our sensory impres-
sions. The sound pattern may thus be distinguished from the other
clement associated with it in a linguistic sign. This other element is
generally of a more abstract kind: the concept.

The psychological nature of our sound patterns becomes clear when
we consider our own linguistic activity. Without moving either lips or
tongue, we can talk to ourselves or recite silently a piece of verse. We
grasp the words of a language as sound patterns. That is why it is
best to avoid referring to them as composed of 'speech sounds’. Such
a term, implying the activity of the vocal apparatus, is appropriate to
the spoken word, to the actualisation of the sound pattern in discourse.
Speaking of the sounds and syllables of a word need not give rise to
any misunderstanding,® provided one always bears in mind that this
refers to the sound pattern,

The linguistic sign is, then, a two-sided psychological entity, which
may be represented by the following diagram (top of p. 67).

These two elements are intimately linked and each triggers the
other. Whether we are seeking the meaning of the Latin word arbor
or the word by which Latin designates the concept ‘tree’, it is clear

' Thia associatlive link is to be distinguished from the associative relations which link
one sign with another: cf. p. (170] ff. (Translator’s note)

z Saussure’s term ‘sound pattern’ may appear too narrow. For in addition to the
representation of what a word sounds Jike, the speaker must also have a representation
of how it is articulated, the muscular pattern of the act of phonation. But for Saussure
a language is essentially something acquired by the individual from the outside world
(ef. p. [30]). Saussure’s ‘sound pattern' is above all the natural representation of the
word form as an abstract linguistic item, independently of any actualisation in speech.
Hence the articulatory aspect of the word may be taken for granted, or relegated to a
position of secondary importance in relation to its sound pattern. (Editorial note)

3 None the less, as various passages in the Cours bear witness, it would have been in
the interests of clarity le introduce a terminological distinction and keep to it. (Trans-

lator's note}
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Concept

Sound
Pattern

that only the connexions institutionalised in the language appear to
us as relevant. Any other connexions there may be we set on one side.

RNV 2

arbor arbor

This definition raises an important question of terminology. In our
terminology a sign is the combination of a concept and a sound pattern.
But in current usage the term sign generally refers to the sound
pattern alone, e.g. the word form arbor. It is forgotten that if arbor is
called a sign, it is only because it carries with it the concept ‘tree’, so
that the sensory part of the term implies reference to the whole.

The ambiguity would be removed if the three notions in question
were designated by terms which are related but contrast. We propose
to keep the term sign to designate the whole, but to replace concept
and sound pattern respectively by signification and signal. The latter
terms have the advantage of indicating the distinction which separates
each from the other and both from the whole of which they are part.
We retain the term sign, because current usage suggests no alterna-
tive by which it might be replaced.

The linguistic sign thus defined has two fundamental characterist-
ics. In specifying them, we shall lay down the principles governing alt
studies in this domain.

$2. First principle: the sign is arbitrary

The link between signal and signification is arbitrary, Since we are
treating a sign as the combination in which a signal is associated with
a signification, we can express this more simply as: the linguistic sign
is arbitrary.

There is no internal connexion, for example, between the idea ‘sister’
and the French sequence of sounds s-6-r which acts as its signal. The
same idea might as well be represented by any other sequence of
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sounds. This is demonstrated by differences between languages, and
even by the existence of different languages. The signification ‘ox’ has
as its signal &-6-f on one side of the frontier,’ but o-k-s (Ochs) on the
other side. ‘ ‘

No one disputes the fact that linguistic signs are arbitrary. But 1t
ig often easier to discover a truth than to assign it to its correct place.
The principle stated above is the organising principle for the whole of
linguistics, considered as a science of language structure. lThe conse-
quences which flow from this principle are innumgrable. It is true that
they do not all appear at first sight equally evident. One discovers
them after many circuitous deviations, and so realises the fundamen-
tal importance of the principle. ‘

It may be noted in passing that when semiology is established one
of the questions that must be asked is whether modes of expression
which rely upon signs that are entirely natural (mime, fqr exgmp]e)
fall within the province of semiology. If they do, the main object of
study in semiology will none the less he the class of systems baged
upon the arbitrary nature of the sign. For any means of expression
accepted in a society rests in principle upon a collective h_ablt, or on
convention, which comes to the same thing. Signs of pohteness,.for
instance, although often endowed with a certain natural expressive-
ness (prostrating oneself nine times on the ground is the way to greet
an emperor in China) are none the less fixed by rule. It is this rule
which renders them obligatory, not their intrinsic value. We may
therefore say that signs which are entirely arbitrary convey better
than others the ideal semiological process. That is why the most com-
plex and the most widespread of all systems of expression, whigh is
the one we find in human languages, is also the most characteristic of
all. In this sense, linguistics serves as a model for the whole gf se-
miology, even though languages represent only one type of semiolog-
ical system, _ o

The word symbol is sometimes used to designate the linguistic sign,
or more exactly that part of the linguistic sign which we are calling
the signal. This use of the word symbol is awkward, for reasons con-
nected with our first principle. For it is characteristic of symbols lthat
they are never entirely arbitrary. They are not empty conﬁgurat_mns.
They show at least a vestige of natural connexion betwreen the signal
and its signification. For instance, our symbol of justice, the scales,
could hardly be replaced by a chariot.

The word arbitrary alse calls for comment. It must not be taken to
imply that a signal depends on the free choice of the spe-ake?. (We
shall see tater than the individual has no power to alter a sign in any
respect once it has become established in a linguistic community.) The

' The frontier between France and Germany. (Translator's note)
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term implies simply that the signal is unmotivated: that is to say
arbitrary in relation to its signification, with which it has no natural
connexion in reality,

In conclusion, two objections may be mentioned which might be
brought against the principle that linguistic signs are arbitrary.

1. Onomatopoeic words might be held to show that a choice of signal
is not always arbitrary. But such words are never organic elements of
a linguistic system. Moreover, they are far fewer than is generally
believed. French words like fouet (whip) or glas (‘knell’) may strike
the ear as having a certain suggestive sonority. But to see that this
is in no way intrinsic to the words themselves, it suffices to look at
their Latin origins. Fouet comes from Latin fdgus (‘beech tree') and
glas from Latin classicum (‘trumpet call’). The suggestive quality of
the modern pronunciation of these words is a fortuitous result of
phonetic evolution.

As for genuine onomatopoeia (e.g. French glou-glou (‘gurgle’), tic-
tac ‘ticking (of a clock)’), not only is it rare but its use is already to &
certain extent arbitrary. For onomatopoeia is only the approximate
imitation, already partly conventionalised, of certain sounds. This is
evident if we compare a French dog's ouaoua and a German dog’s
wanwau. In any case, once introduced into the language, onomatopoeic
words are subjected to the same phonetic and morphological evolution
as other words. The French word pigeon (‘pigeon’) comes from Vulgar
Latin pipis, itself of onomatopoeic origin, which clearly proves that
onomatopoeic words themselves may lose their criginal character and
take on that of the linguistic sign in general, which is unmotivated.

2. Similar considerations apply to exclamations. These are not un-
like onomatopoeic words, and they do not undermine the validity of
our thesis. People are tempted to regard exclamations as spontaneous
expressions called forth, as it were, by nature. But in most cases it is
difficult to accept that there is a necessary link between the exclam-
atory signal and its signification. Again, it suffices to compare two
languages in this respect to see how much exclamations vary. For
example, the French exclamation aie/ corresponds to the German au/
Moreover, it is known that many exclamations were originally mean-
ingful words (e.g. diable! ‘devil’, mordieu! ‘God’s death’).

In short, onomatopoeic and exclamatory words are rather marginal
phenomena, and their symbolic origin is to some extent disputable.

$3. Second principle: linear character of the signal

The linguistic signal, being auditory in nature, has a temporal aspect,
and hence certain temporal characteristics: {a} it occupies a certain
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temporal space, and (b) this space is measured in just one dimension:
it is a line. .

This principle is obvious, but it seems never to be stated, doubtless
because it is considered too elementary. However, it 1s a fundamental
principle and its consequences are incalculable. Its importance equals
that of the first law. The whole mechanism of linguistic structure
depends upon it (cf. p. [170D. Unlike visual signals (e.g. ships’ flags)
which can exploit more than one dimension simultaneously, auditory
signals have available to them only the linearity of time. The elements
of such signals are presented one after another: they form a chain.
This feature appears immediately when they are represented in writ-
ing, and a spatial line of graphic signs is substituted for a succession
of sounds in time.

In certain cases, Lhis may not be easy to appreciate. For example,
if 1 stress a certain syllable, it may seem that I am presenting a
number of significant features simultaneously. But that is an illusion.
The syllable and its accentuation constitute a single act of phenation.
There is no duality within this act, although there are various con-
trasts with what precedes and follows (cf. p. [180]),

CHAPTER II

Invariability and Variability of the
Sign

§1. Invariability

The signal, in relation to the idea it represents, may seem to be freely
chosen, However, from the point of view of the linguistic community,
the signal is imposed rather than freely chosen. Speakers are not
consulted about its choice. Once the language has selected a signal, it
cannot be freely replaced by any other. There appears to be something
rather contradictory about this. It is a kind of linguistic Hobson’s
choice. What can he chosen is already determined in advance. No
individual is able, even if he wished, to modify in any way a choice
already established in the language. Nor can the linguistic community
exercise its authority to change even a single word.! The community,
as much as the individual, is bound to its language.

A language cannot therefore be treated simply as a form of contract,
and the linguistic sign is a particularly interesting phenomenon to
study for this reason. For if we wish to demonstrate that the rules a
community accepts are imposed upen it, and not freely agreed to, it is
a language which offers the most striking proof.

Let us now examine how the linguistic sign eludes the control of
our will. We shall then be able to see the important consequences
which follow from this fact.

At any given period, however far back in time we go, a language is
always an inheritance from the past. The initial assignment of names

! This is not a denial of the possibility of linguistic legislation, nor even of its potential
effectiveness. What Saussure denies is that the collective ratification required is a
matter for collective decision. It may be illegal for trade purposes to call Spanish
sparkling wine ‘champagne’: but that will be merely one external factor bearing en
speech (parole), which may or may not ultimately affect the word champagne as a
linguistic sign. (Translator’s note}
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to things, establishing a contract between concepts and sound pat-
terns, is an act we can conceive in the imagination, but no one has
ever observed it taking place. The idea that it might have happened
is suggested to us by our keen awareness of the arbitrary nature of
the linguistic sign.

In fact, no society has ever known its language to be anything other
than something inherited from previous generations, which it has no
choice but to accept. That is why the question of the origins of language
does not have the importance generally attributed to it. It is not even
a relevant question as far as linguistics is concerned. The sole object
of study in linguistics is the normal, regular existence of a language
already established. Any given linguistic state is always the product
of historical factors, and these are the factors which explain why the
linguistic sign is invariable, that is to say why it is immune from
arbitrary alteration.'

But to say that a language is an inheritance from the past explains
nothing unless we take the question further. Is it not possible from
time Lo time to change established laws which have been handed down
from the past?

This question leads us to consider a language in its social context
and to pursue our enquiry in the same terms as for any other social
institution. How are social institutions handed down from generation
to generation? This is the more general question which subsumes the
question of invariability. It is first necessary to realise the different
degrees of freedom enjoyed by other institutions. Each of them, it will
be seen, achieves a different balance between the tradition handed
down and society’s freedom of action. The next question will be to
discover why, in any given case, factors of one kind are more powerful
or less powerful than factors of the other kind. Finally, reverting to
linguistic matters in particuiar, it may then be asked why historical
transmission is the overriding factor, to the point of excluding the
possibility of any general or sudden linguistic change.

The answer to this question must take many considerations intoe
account. It is relevant to point out, for example, that linguistic changes
do not correspond to generations of speakers. There is no vertical
structure of layers one above the other like drawers in a piece of
furniture; people of all ages intermingle and communicate with one
another. The continuous efforts required in order to learn one’s native
language point to the impossibility of any radical change. In addition,
people use their language without conscious reflexion, being largely

! For Saussure's generation, questions of language planning had not acquired the
importance they have today. Although criticism of commanly accepted linguistic forms
of expression has a long history in the Western tradition, orly small minorities of
thinkers, teachers and writers had ever concerned themselves with such matters.
(Translator’s note)
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unaware of the laws which govern it. If they are not aware of these
laws, how can they act to change them? In any case, linguistic facts
are rarely the object of criticism, every society being usually content
with the language it has inherited.

These considerations are important, but they are not directly to the
point. Priority must be given to the following, which are more essen-
tial, more immediately relevant, and underlie all the rest.

1. The arbitrary nature of the linguistic sign. The arbitrary nature
of the linguistic sign was adduced above as a reason for conceding the
theoretical possibility of linguistic change. But more detailed consider-
ation reveals that this very same factor tends to protect a language
against any attempt to change it. It means that there is no issue for
the community of language users to discuss, even were they suf-
ficiently aware to do so. For in order to discuss an issue, there must
be some reasonable basis for discussion. One can, for example, argue
about whether monogamy is better than polygamy, and adduce
reasons for and against. One could likewise discuss the pros and cons
of a system of symbols, because a symbol has a rational connexion
with what it symbolizes (c¢f. p. [101]). But for a language, as a system
of arbitrary signs, any such basis is lacking, and consequently there
is no firm ground fer discussion. No reason can be given for preferring
seeur to sister, Ochs to beeuf, ete.!

2. The great number of signs necessary to constitute a language. The
implications of this fact are considerable. A system of writing, com-
prlsing between 20 and 40 letters, might conceivably be replaced in
its entirety by an alternative system. The same would be true of a
language if it comprised only a limited number of elements. But the
inventory of sighs in any language is countless.

3. The complex character of the system. A language constitutes a
system. In this respect, it is not entirely arbitrary, for the system has
a certain rationality. But precisely for this reason, the community is
unable to change it at will. For the linguistic system is a complex
mechanism. Its workings cannot be grasped without reflexion. Even
speakers who use it daily may be quite ignorant in this regard. Any
f.such change would require the intervention of specialists, grammar-
ians, logicians, and others. But history shows that interference by
experts is of no avail in linguistic matters.

4. Collective inertia resists all linguistic innovations. We come
now to a consideration which takes precedence over all others. At any

' Saussure's general point here is confirmed by the fact that current debates about,
for instance, whether 'sexist’ terms (such as chairman) should be replaced by unbiassed
terms (e.g. chairperson) arise only when a reason cen be given for preferring one to the
o_ther. But in such cases the reason given is usually social or political, rather than
linguistic. {Transiator’s note)
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time a language belongs to all its users. It is a facility unrestrictedly
available throughout a whole community. It is something all make
use of every day. In this respect it is quite unlike other social instit-
utions. Legal procedures, religious rites, ships’ flags, etc. are systems
used only by a certain number of individuals acting together and for
a limited time. A language, on the contrary, is something in which
everyone participates all the time, and that is why it is constantly
open to the influence of all. This key fact is by itself sufficient to
explain why a linguistic revolution is impossible. Of all social insti-
tutions, a language affords the least scope for such enterprise. It is
part and parcel of the life of the whole community, and the commun-
ity’s natural inertia exercises a conservative influence upon it.

None the less, to say that a language is a product of social forces
does not automatically explain why it comes to be constrained in the
way it is. Bearing in mind that a language is always an inheritance
from the past, one must add that the social forces in question act over
a period of time. If stability is a characteristic of languages, it is not
only because languages are anchored in the community. They are also
anchored in time. The two facts are inseparable. Continuity with the
past constantly restricts freedom of choice. If the Frenchman of today
uses words like homme (‘man’) and chien {'dog), it is because these
words were used by his forefathers. Ultimately there is a connexion
between these two opposing factors: the arbitrary convention which
allows free choice, and the passage of time, which fixes that choice. It
is because the linguistic sign is arbitrary that it knows no other law
than that of tradition, and because it is founded upon tradition that
it can be arbitrary.’

§2. Variability

The passage of time, which ensures the continuity of a language, also
has another effect, which appears to work in the opposite direction. It
allows linguistic signs to be changed with some rapidity. Hence vari-
ability and invariability are both, in a certain sense, characteristic of
the linguistic sign.?

' The epigrammatic concision of this summary of the connexion between the nature
of the linguistic sign and its socio-historical role epitomises Saussure’s brilliance as &
linguistic theorist. It was not until half a century after his death that detailed socio-
linguistic investigations began to provide in abundance the kind of evidence which
would corroborate the connexion Saussure here postulates. What is ironical ig that the
evidence in question was often interpreted as throwing doubt upon the validity or
adequacy of a Saussurean approach to the study of language. What is perhaps even
more irenical is that the Saussurean implications of a reciprocal limitation between
choice and tradition remained largely unexplored as a result. {Translator’s note)

21t would be a misteke to criticise Saussure for being illogical or paradoxical in
assighing two contradictory characteristica to the linguistic sign. The striking contrast
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In the final analysis, these two characteristics are intimately con-
nected. The sign is subject to change because it continues through
time. But what predominates in any change is the survival of earlier
material. Infidelity to the past is only relative. That is how it comes
about that the principle of change is based upon the principle of
continuity.

Change through time takes various forms, each of which would
supply the subject matter for an important chapter of linguistics.
Without going into detail here, it is important to bring out the follow-
ing points.

First of all, let there be no misunderstanding about the sense in
which we are speaking of change. It must not be thought that we are
referring particularly to phonetic changes affecting the signal, or to
changes of meaning affecting the concept signified, Either view would
be inadequate. Whatever the factors involved in change, whether they
act in isolation or in combination, they always result in a shift in the
relationship between signal and signification.

As examples, one might cite the following. The Latin word neecdre
meaning 'to kill’ became in French noyer meaning to drown’. Here the
sound pattern and the concept have both changed. It is pointless to
separate one aspect of the change from the other. It suffices to note as
a single fact that the connexion between sound and idea has changed.
The original relationship no longer holds. If instead of comparing
Latin necdre with French noyer, one contrasts it with Vulgar Latin
nacare of the fourth or fifth century, meaning 'to drown’, the case is
somewhat different. But even here, although the signal has undergone
no appreciable change, there is a shift in the relationship between the
idea and the sign.!

The Old German word dritteil meaning 'a third’ became in modern
German Drittel. In this case, although the concept has remained the
same, the relationship has changed in twoe ways, The signal has altered
not only phonetically but also grammatically. We no longer recognise
it as a combination including the unit Teil meaning "part” instead, it
has become a single unanalysable word. That counts too as a change
in relationship.

In Anglo-Saxon, the preliterary form fot meaning “foot’ remained
as fot (modern English foot), while its plural *fati, meaning ‘feet’,
became fét (modern English feef). Whatever changes may have been
involved here, one thing is certain: a shift in the relationship occurred.
New correlations between phonic substance and idea emerged.

between these terms is intended simpiy to emphasise the fact that a language changes
even though its speakers are incapable of changing it. One might also say that it is
impervious to interference although open to development. (Editorial note)

'In the interests of terminological consistency, the term sign should here be replaced
by signal. {Translator’s note)

109]

[110]




[111]

76 Part One: General Principles

A language is a system which is intrinsically defenceless against
the factors which constantly tend to shift relationships between signal
and signification. This is one of the consequences of the arbitrary
nature of the linguistic sign.

Other human institutions — customs, laws, etc. — are all based in
varying degrees on natural connexions between things. They exhibit
a necessary conformity between ends and means. Even the fashion
which determines the way we dress is not entirely arbitrary. It cannot
depart beyond a certain point from requirements dictated by the hu-
man body. A language, on the contrary, is in no way limited in its
choice of means. For there is nothing at all to prevent the association
of any idea whatsoever with any sequence of sounds whatsoever.

In order to emphasise that a language is nothing other than a gocial
institution, Whitney quite rightly insisted upon the arbitrary char-
acter of linguistic signs. In so doing, he pointed linguistics in the right
direction. But he did not go far enough. For he failed to see that this
arbitrary character fundamentally distinguishes languages from all
other institutions. This can be seen in the way in which a language
evolves. The process is highly complex. A language is situated socially
and chronologically by reference to a certain community and a certain
period of time. No one can alter it in any particular. On the other
hand, the fact that its signs are arbitrary implies theoretically a
freedom to establish any connexion whatsoever between sounds and
ideas. The result is that each of the two elements joined together in
the linguistic sign retains its own independence to an unparaileled
extent. Consequently a language alters, or rather evolves, under the
influence of all factors which may affect either sounds or meanings.
Evolution is inevitable: there is no known example of a language
immune from it. After a certain time, changes can always be seen to
have taken place.

This principle must even apply to artificial languages. Anyone who
invents an artificial language retains control of it only as long as it is
not in use. But as soon as it fulfils its purpose and becomes the property
of the community, it is no longer under control. Esperanto is a case in
point. If it succeeds as a language, can it possibly escape the same
fate? Once launched, the language will in all probability begin to lead
a semiological life of its own. Its transmission will follow laws which
have nothing in commeon with those of deliberate creation, and it will
then be impossible to turn the clock back. Anyoene who thinks he can
construct a language not subject to change, which posterity must
accept as it is, would be like a hen hatching a duck’s egg. The language
he created would be subject to the same forces of change as any other
language, regardless of its creator’s wishes.

The continuity of signs through time, involving as it does their
alteration in time, is a principle of general semiology. This principle
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is confirmed by systems of writing, by deaf-and-dumb languages, and
80 on.

But on what is the necessity for change based? We may perhaps be
Cl‘l:[',lCISEd for not being as explicit upon this point as upon the principle
of mvar'iability. The reason is that we have not gone into the different
factors_ involved in change. A great variety of such factors must be
taken into account in order to determine to what extent change is a
necessity.

The causes of linguistic continuity are in principle available to
observation. The same is not true of the causes of change through
time. That is why in the first instance it would be misleading to
attempt to identify them precisely. It is more prudent to speak in
genera‘l terms of shifts in relations. For time changes everything.
There is no reason why languages should be exempt from this univer-
sal law.

' The argument advanced so far, based on the principles established
in the introduction, may be summarised as follows.

‘1.. Av?iding the sterility of merely verbal definitions, we began by
d_astm.gu.lshing, within the global phenomenon of language, between
linguistic structure and speech. Linguistic structure we take to be
language minus speech. It is the whole set of linguistic habits which
enables the speaker to understand and to make himself understood.

2.' But this definition fails to relate linguistic structure to social
reality. It is a definition which misrepresents what a language is
because it takes into account only how the individual is affected. But,
in order to have a ianguage, there must be a community of speakers.
Contrary to what might appear to be the case, a language never exists
even for a moment except as a social fact, for it is a semiological
phenomenon. Its social nature is one of its internal characteristics. A
full definition must recognise two inseparable things, as shown in the
following diagram: ,

\

the
language

the
linguistic
community
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But even then there is something missing. The language thus rep-
resented is a viable system, but not a living one. It is a social reality,
but hot a historical fact.

3. Since the linguistic sign is arbitrary, a language as so far defined
would appear to be an adaptable system, which can be organised in
any way one likes, and is based solely upon a principle of rationality.
Its social nature, as such, is not incompatible with this view. Social
psychology, doubtless, must operate on more than a purely logical
basis: account must be taken of everything which might affect the
operation of reason in practical relations between one individual and
another. But that is not the objection to regarding a language as 3
mere convention, which can be modified to suit the interests of those
involved. There is something else. We must consider what is brought
about by the passage of time, as well ag what is brought about by the
forces of social integration. Without taking into account the contri-
bution of time, our grasp of linguistic reality remains incomplete.

If a language were considered in a chronological perspective, but
ignoring the social dimension (as in the case of a hypothetical indi-
vidual living in isolation for hundreds of years), there might perhaps

be no change to observe. Time would leave no mark upon the language.

On the other hand, if one looked at the community of speakers without

taking the passage of time into account, one would not see the effect
of social forces acting upon the language. In order to come to terms
with reality, therefore, one must supplement our first diagram by

some indication of the passage of time:

time

the
language

the
L linguistic
A community

/

When this is taken inte account, the language is no longer free from
constraints, because the passage of time allows social forces to be
brought to bear upon it. One is left with a principle of continuity
which precludes freedom of choice. At the same time, continuity
necessarily implies change. Relations will alter in some respect or

other.

CHAPTER III

Static Linguistics and Evolutionary
Linguistics

§1. Internal duality of all sciences concerned with values

erzy few .hng'ul.sts realise that the need to take account of the passage
of time gives rise to special problems in linguistics and forces Efi
ch;;)se between_two radically different approaches. e
Whags;aogsjgss&ftr;]cii :1;(:; not fac?ci_with th;s crucial choice. For them,
ssage of time is o i igni
In astronomy, it is observed that in the cour?: cﬂizgzuiz;i;grﬁ;ﬁgﬁgf:é
Endergo E:onmderabi'e qhanges. But astronomy has not on that account
fen obliged to sph_t into two separate disciplines. Geology is con-
% a:tly conc;erned with the reconstruction of chronological sequences
u twhen it concentrates on examining fixed states of the earth’s-
%?;ré it:thI:s;g:; tcizzs;;lgred tof })e a ql(;ite separate object of study.
e science of law and a history of law: but no o
contrasts the one with the other. The iti i tons is
intrmsmally cgnceal'ned with successionsiJ ?)Ifl t;sfilngsiio?i(n?g nl‘g(‘;lx?: S1,:hlz
d?:s; ﬁf?eiahiit;t“fﬁ descrlbes;; thg: s%ciety of a particular period, one
does nof is ceases to be history. The science of political
§nst1tut10ns, on the other hand, is esserti iptive: it oceas
ionally if: may deal with historical quitslﬁggsdfﬁélzﬁx 'bUt ) way
COIEI}IPI‘OHHSQS its unity as a science. , nne
cpnomics, by contrast, is a science which i i i
duality. Unlikg th.e preceding cases, the stusd?r:fe Cégﬂ';iz?g:éig;ﬁls
aqd of economic history constitute two clearly distinguishable disci}-’
plines bfe]onglrllg to one and the same science. Recent work in this field
SmghaS}ses .t‘hIS dls_tmction. Although it may not be fully realised, the
1st1nclt10n is required by an inner necessity of the subject. It ’is
necessity entirely analogous to that which obliges us to divide i ¥
guistics into two parts, each based upon a principle of its own Tllrrll(;
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reason is that, as in the study of political economy, one is dealipg with
the notion of value. In both cases, we have a system of equivalence
between things belonging to different orders. In one case, work and

wages; in the other case, signification and signal. . .
It is certain that all sciences would benefit from identifying more

carefully the axes along which the things they are concerned with
may be situated. In all cases, distinctions should be drawn on the

following basis.

1. Axis of simultaneity (AB). This axis concerns relations bgtweep
things which coexist, relations from which the passage of time is

entirely excluded. . ‘
2. Axis of succession (CD). Along this axis one may consider only

one thing at a time. But here we find all the things situated along the
first axis, together with the changes they undergo.

C

v
D

For sciences which involve the study of values, this distinction be-
comes a practical necessity, and in certain cases is an absolutg necess-
ity. In this domain, it is impossible for scholars to organise their
research in any rigorous fashion without taking account of these two
axes. They are obliged to distinguish between the system of vglues
considered in itself, and these same values considered over a period of
time. .

It is in linguistics that this distinction is least dlspepsable. For a
language is a system of pure values, determined by nothing else apart
from the temporary state of its constituent elements. Insof_ar as a
value, in one of its aspects, is founded upon natural connexions be-
tween things (as, for example, in economics the value qf a piece of
Jand depends on the income derivable from it), it lis poss:b}e up to a
point to trace this value through time, bearing in mind that it depends
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at any one time upen the relevant system of contemperary values.
However, its connexion with things inevitably supplies it with a natu-
ral basis, and hence any assessment of it is never entirely arbitrary.
There are limits upon the range of variability. But, as we have already
seen, in linguistics these natural connexions have no place.

It should be added that the more complex and rigorously organised
a gystem of values is, the more essential it becomes, on account of this
very complexity, to study it separately in terms of the two axes. Of no
gystem is this as true as it is of a language. Nowhere else do we find
comparable precision of values, or such a large number and diversity
of terms involved, or such a strict mutual dependence between them.
The multiplicity of signs, which we have already invoked to explain
linguistic continuity, precludes absolutely any attempt to study sim-
ultaneously relations in time and relations within the system.

That is why we must distinguish two branches of linguistics. What
should they be called? The terms available are not all equally appro-
priate to indicate the distinction in question, ‘History’ and ‘historical
linguistics’ cannot be used, for the ideas associated with them are too
vague. Just as political history includes the description of periods as
well as the narration of events, it might be supposed by describing a
sequence of states of a language one was studying the language along
the temporal axis. But in order to do that, it would be necessary to
consider separately the factors of transition involved in passing from
one linguistic state to the next. The terms evolution and evolutionary
linguistics are more exact, and we shall make frequent use of these
terms. By contrast, one may speak of the science of linguistic states,
or static linguistics.

But in order to mark this contrast more effectively, and the inter-
section of two orders of phenomena relating to the same ohject of
study, we shall speak for preference of synchronic linguistics and
diachronic linguistics. Everything is synchronic which relates to the
static aspect of our science, and diachronic everything which concerns
evolution. Likewise synchrony and diachrony will designate respec-
tively a linguistic state and a phase of evolution,

§2. Internal duality and the history of linguistics

The first thing which strikes one on studying linguistic facts is that
the language user is unaware of their succession in time: he is dealing
with a state. Hence the linguist who wishes to understand this state
must rule out of consideration everything which brought that state
about, and pay no attention to diachrony, Only by suppressing the
past can he enter into the state of mind of the language user. The
intervention of history can only distort his judgment. It would be
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absurd to try to draw a panorama of the Alps as seen from a number
of peaks in the Jura simultaneously. A panorama must be taken from
just one point. The same is true of a language. One cannot describe it
or establish its norms of usage except by taking up a position in
relation to a given state. When the linguist follows the evolution of
the language, he is like the observer moving from one end of the Jura
to the other in order to record changes in perspective.

Since its beginnings, it would be true to say that modern linguistics
has been entirely taken up with diachronic study. The comparative
grammar of the Indo-European languages uses the facts it has avail-
able in order to reconstruct hypothetically an earlier type of language.
Comparison is only a means for resurrecting the past. The method is
the same in the study of particular linguistic sub-groups {the Romance
languages, Germanic languages, etc.). Linguistic states are considered
only in fragments and very imperfectly. This was the approach inaug-
urated by Bopp, and the conception of a language it offers is hybrid
and uncertain.

But what was the method followed by those who studied languages
before the foundation of linguistics? How did the traditional ‘gram-
mariang’ proceed? It is a curious fact that on this particular point their
approach was quite flawless. Their writings show us clearly that they
were concerned with the description of linguistic states. Their pro-
gramme was a strictly synchronic one. The grammar of Port Royal,
for instance, attempts to describe the state of the French language
under Louis XIV and to set out the relevant system of values. For this
purpose, it has no need to make reference to the French of the Middle
Ages; it keeps strictly to the horizontal axis (cf. p. (115]) and never
departs from it. Its method is thus perfectly correct. That is not to say,
however, that the application of the method is perfect. Traditional
grammar pays no attention to whole areas of Jinguistic structure, such
as word formation. It is normative grammar, concerned with laying
down rules instead of observing facts. It makes no attempt at
syntheses. Often, it even fails to distinguish between the written word
and the spoken word. And so on.

Traditional grammar has been criticised for not being scientific.
None the less, its basis is less objectionable and its object of study
better defined than is the case for the kind of linguistics inaugurated
by Bopp. The latter attempts to cover an inadequately defined area,
never knowing exactly where it is going. It has a foot in each camp,
having failed to distinguish clearly between states and sequences.

Having paid too much attention to history, linguistics will go back
now to the static viewpoint of traditional grammar, but in a new spirit
and with different methods. The historical approach will have con-
tributed to this rejuvenation. It will have been instrumental in facil-
itating a better grasp of linguistic states. The old grammar saw no
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ft}rther than synchronic facts. Linguistics has made us aware of a
different order of phenomena. But that is not enough. The opposition
between these two orders must be grasped in order to draw out all the
consequences which it implies.

§3. Examples of internal duality

Thg contrast between the two points of view — synchronic and diach-
ronic — is absolute and admits no compromise. A few examples will
illustrate what this difference consists in, and why it is irreducible.

The Latin word crispus (‘'wavy, curly’ supplied French with a stem
crép-, on which are based the verbs crépir (‘to rough-render’) and
décrépir (‘to strip the plaster from’), Then French at a certain stage
borrowed from Latin the word décrepitus (‘worn by age’). This became
in Frgnch décrépit, and its etymology was forgotten. Nowadays, it is
certain that most speakers connect un mur décrépi (‘a dilapidated
wall’) and un homme décrépit ('a decrepit man'), although historically
the two words have nothing to do with each other. People often speak
of the facade décrépite (‘dilapidated fagade’) of a house. That is a
stgtic fact, because it involves a relationship between two terms co-
ex1§ting in the language. But in order to bring it about, certain evo-
lutionary changes had to coincide. The original crisp- had to come to
be pronounced crép-, and at the right moment a new word had to be
borrowed from Latin. These diachronic facts, it is clear, have no con-
nexion with the static fact which they brought about. They are of
quite a different order.

Another example with quite general implications is the following.
In Old High German, the plural of gast (‘guest’) was originally gasti,
the plural of hant (‘hand’) was hant!, and so on. Subsequently, this -
produced an umlaut; that is to say, it had an effect upon the vowel of
the p_receding syllable, changing a into e. So gasti became gesti, and
hanti became henti. Then this -i weakened, giving geste, etc. Today as
a result we have Gast with a plural Gdste, Hand with a plural Héinde,
and so on for a whole class of words. Something similar happened in
Anglo-Saxon, where originally fo: (‘foot”) had a plural *foti, top
(‘tooth™ had a plural *topi, gés (‘'goose’} had a plural gési, ete. A first
phonetic change gave rise to an umlaut, so that *fot{ became *féti;
z_md thgn as the result of a second phonetic change, the fall of the final
i, *feti became fét. Thus fot then had a plural fé, t6p a plural
téh, gos a plural gés (Modern English foot: feet, tooth : teeth,
goose : geese),

Previously, at the stage gast : gasti, fot : foti, the plural had been
marked simply by adding an -i. But Gest : (idste and fot : fét show
a new way of marking the plural. The mechanism is not the same in
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i i i is simply a contrast of vowels,

he two cases, since in Old English t}_ngre is simp
tv:ereas in German there is in addition the presence or absence of &
final -e. But this difference does not affect the example: ' .
The relation between singular and plural at any given time, 1rre1
spective of the actual forms, can be represented along a horizonta

axis:
. < » + PeriodA
. < —» .« PeriodB
<

The developments, whatever they may have been, whi(-:h gave rlge
to changes in the forms, can be represented along a vertical axis. So

we have a complete figure as follows:

. 4 » + Pericd A
; + - + PeriodB

This type of case suggests a number of observations which are very
e present discussion. .
re}lév%‘rl‘utetiif:chgonic developments are in no way directed toward;
providing a new sign to mark a given value. T}}e faCtdthath(zi:;
changed to gesti and then to geste (Gdste) has nothing tlo : wf; o
plurals of nouns. In tragit—trigt we see t_he same um alu a eg 1ie§
the fiexion of a verb. So the reason fqr a diachronic d_eve opmen e
in the development itself. The p;rtlc‘f}}]a'rt synchronic consequenc
i nsue have nothing to do with .

w};.c}’]l‘?ei.)(; ?iiachmnic events %lo not even tend to cha'nge the systt}(:m.
There was no intention to replace one sxstem of relations by anlo te}zlr;é
The change affected not the organisation as such, but merely

articular items involved. ‘
pd’i‘tllfslﬁil;strates a principle already statfed_ea_rher: the langu}z;lge
system as such is never directly alter.ed. It is in itself unchangea_ rfs
Only certain elements change, but without rlegarc-] to the} cﬁnn&]:xx(;ts
which integrate them as part of the whole‘.It is as ifone of t e E;@u:his
circling the sun underwent a change of dimensions and w'na}igl : s
isolated event would have general consequences for the wl_o et‘so !
system, and disturb its equi]ibrium.‘ln order to inz}r!( p]uf'a isa {?n, 2
contrast between two terms is reqmrgd: [ét vs. *foti or fot gs. jlre ags
equally viable for this purpose. Substltutmg one for the oth elr eiwir(:h
the distinction itself untouched. It is pot the system as a whole \; N
has been changed, nor one system wh{ch has er}g_endered a seC(})ln . A
that happened was the one element in the original system changed,
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and that sufficed to bring a new system into being.

3. Once we see this, we can better appreciate the fact that a lin-
guistic state always has a fortuitous character. Languages are not
mechanisms created and organised with a view to the concepts to be
expressed, although people are mistakenly inclined to think so. On
the contrary, our example shows that the state which resulted from
the change was in no way destined to express the meanings it took
on. A fortuitous state is given (for : fét), and this is pressed into
service to mark the distinction between singular and plural: but fat
vs. fét is no better designed for that purpose than fé¢ vs, *f5ti. At
each stage, spirit is breathed into the matter given, and brings it to
life. This view, inspired by historical linguistics, is unknown to trad-
itional grammar, which would never have come to it by the traditional
methods. It is a view equally foreign to most philosophers of language:
and yet it ig of the greatest philosophical significance.

4. Are the facts belonging to the diachronic series at least of the
same order as those of the synchronic series? In no way. For the
changes brought about, as we have already observed, are entirely
unintentional. Whereas a synchronic fact is always significant, being
based always upon two coexisting terms. It is not Gdste which ex-
presses the plural, but the opposition Gast vs. Gédste. With a dia-
chronic fact, just the opposite is true. It involves one term only. If a
new term ((Gdste) is to appear, the old term {gasti) must make way
for it.

Any notion of bringing together under the same discipline facts of
such disparate nature would be mere fantasy. In the diachronic per-
spective one is dealing with phenomena which have no connexion with
linguistic systems, even though the systems are affected by them.

Other examples which may be adduced to corroborate and amplify
the conclusions drawn from those already cited include the following.

In French, the stress falls always on the final syllable, unless it
contains a mute e (»), This is a synchronic fact, a relationship between
the whole French vocabulary and stress. Where does it come from?
From an antecedent linguistic state. Latin had a different and more
complex system of stress, in which stress fell upon the penultimate
syllable if that syllable were long, but otherwise upon the antipenul-
timate {e.g. amicus, dnima). This rule involves factors which have
no parallel at all in the case of French. None the less, it is the same
stress we are dealing with, in the sense that it still falls in the same
place. In a French word, the stress falls always on the same syllable
which bore the stress in Latin. Thus amicum becomes French amdi,
and dnimam becomes dme. However, the Latin and French stress
patterns are different because the forms of the words have changed.
In French words, vowels following the stressed syllable have either
disappeared or been reduced to a mute e. As a consequence of these
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changes, the position of stress in the word was no longer the same.
From that point on French speakers, aware of the new situation,
instinctively placed stress on the final syllable, even in the case of
foreign words originally borrowed in written form (facile, consul, ticket,
burgrave, etc.). It is evident that there was no intention to change the
system or apply a new rule, since in a case like amicum—ami the
stress remains throughout on the same syllable. But a diachronic fact
intervened. The place of the stress changed without anyone moving
it. A stress law, like everything else in a linguistic system, is an
arrangement of elements, the fortuitous and involuntary outcome of
evolution.

An even more striking example is this. In early Slavonic, slovo
('word’) had an instrumental case slovems in the singular, a nomina-
tive plural slova, and a genitive plural slove, It was a declension in
which each case had its own ending. But today the ‘weak’ vowels b
and b, which were the Slavic representatives of Prote-Indo-European
r and @, have disappeared. So in Czech, for example, we have slovo,
elovem, slova, slov. Likewise #ena (‘woman’) has an accusative sin-
gular Zenu, a nominative piural Zeny, and a genitive plural Zen.
Here we see that the genitive ending (slov, Zen} is zero. So it is not
even necessary to have any material sign in order to give expression
to an idea: the language may be content simply to contrast something
with nothing. In this particular example, we can recognize the genitive
plural Zen simply by the fact that it is neither Zena, nor Zenu, nor
any of the other forms of the declension. At first sight it seems strange
that such a specific notion as that of genitive plural should have
acquired the sign zero. But that is precisely what demonstrates that
it is purely a matter of chance. Languages are mechanisms which go
on functioning, in spite of the damage caused to them.

All this confirms the principles already formulated above, which
may be summed up as follows.

A language is a system of which all the parts can and must be
considered as synchronically interdependent.

Since changes are never made Lo the system as a whole, but only to
its individual elements, they must be studied independently of the
system. It is true that every change has a repercussion on the system.
But initially only one point is affected. The change is unrelated to the
internal consequences which may follow [or the system as a whole.
This difference in nature between chronological succession and sim-
ultaneous coexistence, between facts affecting parts and facts affecting
the whole, makes it impossible to inciude both as subject matter of
one and the same science,

Y
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§4. Difference between the two orders illustrated by comparisons

In order to clarify at the same time the autonomy and interdependence
of the synchronic and diachronic approaches, it is useful to compare
synchrony to the projection of a three-dimensional object an a two-
dlmensional plan. Any projection depends directly upon the object
projected, but none the less differs from it. The projection is something
a.part. Otherwise there would be no need for a whole science of projec-
tion: it would be enough to consider the objects themselves. In lin-
g_'msti.cs,. we find the same relation between historical reality and a
linguistic state. The latter is a projection of the former at one given
moment. Studying objects, that is to say diachronic events, will give
us no insight into synchronic states, any more than we can hope to
understand geometrical projections simply by studying, however
thoroughly, different kinds of object.

If we cut crosswise through the stem of a plant, we can ohserve a
rather complex pattern on the surface revealed by the cut. What we
are looking at is a section of the plant’s longitudinal fibres. These
fibres will be revealed if we now make a second cut perpendicular to
the first. Again in this example, one perspective depends on the other.
The longitudinal section shows us the fibres themselves which make
up the plant, while the transversal section shows us their arrangement
on one particular level. But the transversal section is distinct from
the longitudinal section, for it shows us certain relations between the
fibres which are not apparent at all from any longitudinal section.
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But of all the comparisons one might think of, the most revealing
is the likeness between what happens in a language and what happens
in a game of chess. In both cases, we are dealing with a system of
values and with modifications of the system. A game of chess is like
an artificial form of what languages present in a natural form.
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Let us examine the case more closely.

In the first place, a state of the board in chess corresponds exactly
to a state of the language. The value of the chess pieces depends on
their position upon the chess board, just as in the language each term
has its value through its contrast with all the other terms.

Secondly, the system is only ever a temporary one. It varies from
one position to the next. It is true that the values also depend ulti-
mately upon cne invariable set of conventions, the rules of the game,
which exist before the beginning of the game and remain in force after
each move. These rules, fixed once and for all, also exist in the lin-
guistic case: they are the unchanging principles of semiology.

Finally, in order to pass from one stable position to another or, in
our terminalogy, from one synchronic state to another, moving one
piece is all that is needed. There is no general upheaval. That is the
counterpart of the diachronic fact and all its characteristic features.
For in the case of chess:

(@) One piece only is moved at a time. Similarly, linguistic changes
affect isolated elements only.

(b) In spite of that, the move has a repercussion upon the whole
system. It is impossible for the player to foresee exactly where its
consequences will end. The changes in values which result may be, in
any particular circumstance, negligible, or very serious, or of moderate
importance. One move may be a turning point in the whole game, and
have consequences even for the pieces which are not for the moment
involved. As we have just seen, it is exactly the same where a language
is concerned.

(¢) Moving a piece is something entirely different from the preced-
ing state of the board and also from the state of the board which
results. The change which has taken place belongs to neither. The
states alone are important.

In a game of chess, any given state of the board is totally indepen-
dent of any previous state of the board. It does not matter at all
whether the state in question has been reached by one sequence of
moves or another sequence. Anyone who has followed the whole game
has not the least advantage over a passer-by who happens to look at
the game at that particular moment. In order to describe the position
on the board, it is quite useless to refer to what happened ten seconds
ago. All this applies equally to a language, and confirms the radical
distinction between diachronic and synchronic. Speech operates only
upon a given linguistic state, and the changes which supervene be-
tween one state and another have nao place in either.

There is only one respect in which the comparison is defective. In
chess, the player intends to make his moves and to have some effect
upon the system. In a language, on the contrary, there is no preme-
ditation. Its pieces are moved, or rather modified, spontaneously and
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fortuitously. The umlaut of Héinde for hanti, of Gdste for gasti (cf.
p. [120]) produced a new plural formation, but also produced at the
same time a verb form like trdgt for tragit, etc. If the game of chess
were to be like the operations of a language in every respect, we would
ha've to imagine a player who was either unaware of what he was
don_lg or unintelligent. This sole difference, moreover, makes the com-
parison even more instructive, by showing the absolute necessity for
distinguishing in linguistics between the two orders of phenomena.
For if diachronic facts cannot be reduced to the synchronic system
they affect, even when a change of this kind is made deliberately, this
will be the case even less when blind forces of change disturb the
organisation of a system of signs.

§5. Synchronic and diachronic linguistics: their methods and
principles contrasted

Diachronic and synchronic studies contrast in every way.

For .example, to begin with the most obvious fact, they are not of
equal importance. It is clear that the synchronic point of view takes
precedence over the diachronic, since for the community of language
users that is the one and only reality {cf. p. [117]). The same is true
for the linguist. If he takes a diachronic point of view, he is no longer
examining the language, but a series of events which modify it. It is
oftgn claimed that there is nothing more important than knowing how
a given state originated. In a certain sense, that is true. The conditions
which gave rise to the state throw light upon its true nature and
prevent us from entertaining certain misconceptions (cf. p. [121] ff.).
But what that proves is that diachrony has no end in itself. One might
say, as has been said of journalism as a career, that it leads nowhere
until you leave it behind.

Their methods are also different in two respects:

(2} Synchrony has only one perspective, that of the language users;
and its whole method consists of collecting evidence from them. In
order to determine to what extent something is a reality, it is necess-
ary and also sufficient to find out to what extent it exists as far as tha
language users are concerned. Diachronic linguistics, however, needs
to distinguish two perspectives. One will be prospective, following the
course of time, and the other retrospective, going in the opposite direc-
tion. It follows that two diachronic methods are required, and these
will be discussed later in Part V.

(5) A second difference derives from the different areas covered by
the two disciplines. The object of synchronic study does not comprise
everything which is simultaneous, but only the set of facts correspond-
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ing to any particular language. In this, it will take into account where
necessary a division into dialects and sub-dialects. The term syn-
chronic, in fact, is not sufficiently precise. Idiosynchronic would be a
better term, even though it is somewhat cumbersome. Diachronic
linguistics, on the contrary, needs no such particularisation, and in-
deed rejects it. The items diachronic linguistics deals with do not
necessarily belong to a single language. (Compare Proto-Indo-Euroe-
pean *esti, Greek ésti, German ist, French est) It is precisely the
succession of diachronic facts and their proliferation in space which
gives rise to the diversity of languages. In order to justify comparing
two forms, it is sufficient that there should be some historical connex-
ion between them, however indirect.

These are not the most striking contrasts, nor the most profound.
The consequences of the radical difference between facts of evolution
and static facts is that all notions pertinent to the former and all
notions pertinent to the latter are mutually irreducible. Any of the
notions in question may be used to demonstrate this truth. No syn-
chronic phenomenon has anything in common with any diachronic
phenomenon (cf. p. [122]). One is a relationship between simultaneous
elements, and the other a substitution of one element for another in
time, that is to say an event. We shall also see (p. [150]) that diach-
ronic identities and synchronic identities are two very different things.
Historically, the French negative particle pas is the same ag the noun
pas (‘pace’), whereas in modern French these two units are entirely
separate. Realising these facts should be sufficient to bring home the
necessity of not confusing the two points of view. But nowhere is this
necessity more evident than in the distinction we are about to draw.

§6. Synchronic laws and diachronic laws

There is a great deal of talk nowadays about laws in linguistics. But
are linguistic facts really governed by laws? And if so, of what kind
can these laws be? A language being a social institution, one might a
priori think it is governed by prescriptions of the kind which regulate
communities. Now any social law has two fundamental characteristics:
it is imperative and it is general. It demands compliance, and it covers
all cases, within certain limits of time and place, of course.

Do the laws which govern a language answer to this definition?
Once again, to find out we must first distinguish between synchrony
and diachrony. For the two cases are not to be conflated. To speak of
a 'linguistic law’ in general is like trying to lay hands on a ghost.

The following are examples from Greek, in which 'laws’ of a syn-
chronic and diachronic nature have been deliberately intermingled.

[y
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1. Proto-Indo-European voiced aspirates became voiceless aspirates,
e.g. *dhumos — thamds (‘breath of life)), *bheré — phérd (‘1 carry”)

2. Stress never falls on a syllable preceding the antipenultimate
syllable of a word.

3. All words end either in a vowel or in -5, -n, -r; but no other
consonant.

4. Initial s before a vowel became h (denoted by the ‘rough breath-
ing’ mark), e.g. *septm (Latin septem) — heptd.

5. Final -m became -n, e.g. *jugom — zugén (cf. Latin jugum).!

6. Final stops fall, e.g. *gunaik — ginai, *epheret — éphere,
*epheront — épheron,

In the above examples, Law 1 is diachronic: it states that what had
been dh becomes th, etc. Law 2 states a relationship between word-
unit and stress: it is a kind of contract between two coexisting terms:
it is thus a synchronic law. Law 3 is the same, since it concerns the
word-unit and its final sound. Laws 4, 5 and 6 are diachronic: they
state, respectively, that what had been s became A, that -n replaced
-m, and that -t, -k, etc. disappeared without trace.

It should alsc be noted that Law 3 is the result of Laws 5 and 6.
Two diachronic facts created a synchronic fact.

Once the two categories of laws are distinguished, one sees that
Laws 2 and 3 are not of the same nature as Laws 1, 4, 5 and 6.

Synchronic laws are general, but not imperative. It is true that a
synchronic law is imposed upon speakers by the constraints of com-
munal usage (cf. p. [107]). But we are not envisaging here an obliga-
tion relative to the language users. What we mean is that in the
language there is nothing which guarantees the maintenance of regu-
larity on any given point. A synchronic law simply expresses an ex-
isting order. It registers a state of affairs. What it states is of the same
order as a statement to the effect that in a certain orchard the trees
are planted in the form of a quincunx. The order a synchronic law
defines is precarious, precisely because it is not imperative. Nothing
could be more regular than the synchronic law governing stress in
Latin (a law exactly comparable to Law 2 above). This system of stress,
none the less, offered no resistance to factors of change, and eventually
gave place to a new law, which we find in French (cf. p. {122] ff.). In
short, when one speaks of a synchronic law, one is speaking of an
arrangement, or a principle of regularity.

Diachrony, on the other hand, presupposes a dynamic factor through

! According to Meillet (Mem. de la Société de Linguistique, IX, p. 365 I} and Gau-
thiot (Lo fin de mot en indo-européen, p. 158 ff.) Proto-Indo-European had only finai
-n and not -m. If this is accepted, law 5 becomes: ‘Final -n is maintained’. Its value as
an example is unchanged, since the phonetic conservation of an earlier state of affairs
is not different in nature from the phonetic alteration of an earlier state of affairs. Cf.
p. [20G]. (Editorial note)
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which an effect is produced, a development carried out. But this im-
perative character does not justify applying the notion of law to facts
of evolution. One speaks of a law only when a set of facts is governed
by the same rule. In spite of appearances to the contrary, diachronic
events are always accidental and particular in nature.

This is quite obvious in the case of semantic facts. For example, the
French word poutre, meaning ‘'mare’, took on the meaning of heam,
rafter’. The change can be explained by reference to particular circum-
stances, and has no connexion with other changes that may have
occurred at the same time. It is merely one accident among many
recorded in the history of a language.

As regards syntactic and morphological changes, at first sight this
is not so clear. At a certain period, for instance, nearly all the forms
of the Old French nominative case disappeared. Is this not an example
of a whole set of facts governed by the same law? No. For all these are
merely multiple examples of a single isolated fact. It was the notion
of & nominative case itself which was affected, and the disappearance
of that case naturally involved the disappearance of a whole set of
forms.! For anyone who looks only at the language from the outside,
the single phenomenon is obscured by the multiplicity of its mani-
festations. But the phenomenon itself is one in its underlying nature,
and it constitutes a historical event as isolated of its kind as the
semantic change of the word poutre. It only appears to be a law because
it is actualised in a system. It is the rigorous organisation of the
system which creates the illusion that the diachronic fact is subject to
the same conditions as the synchronic.

Exactly the same applies to phonetic changes, even though people
nowadays speak of ‘phonetic laws’. It is indeed observable that at a
given time in a given region, all the words which have a certain
phonetic feature are subject to the same change. For example, Law 1
on p.{130] (*dhamos — Greek thiimés) applies to all Greek words
with a voiced aspirate (cf. *nebhos — néphos, *medhu — méthu,
*anghd —» dnkho, etc.). Law 4 (*septm - heptd) applies to *serpd -
hérpo, *sus — hils, and all words beginning with s. This regularity,
which has sometimes been disputed, is in our view very well estab-
lished: the apparent exceptions do not diminish the ineluctability of
changes of this kind, for they are to be explained either by more
specialised phonetic laws (e.g. trikhes : thrikst, cf. p. [138]), or else
by the intervention of facts of a different order (analogy, etc.). So it
would appear that nothing could better fit the definition of the term
law given above. And yet, however many cases confirmn a phonetic

It is not altogether clear how this explanation is to be reconciled with the claims
that a language system itself is never changed as such (p. [124)) and that case distinc-
tions belong among the abstract entities of grammar (p. [189] 1Y), (Translator's note)
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law, all the facts it covers are simply manifestations of a single par-
ticular fact.

The real question is whether phonetic changes affect words or only
§ognds. The answer is not in doubt. In néphos, méthu, dnkho, etc.
it is a particular sound; a Proto-Indo-European voiced aspirate which
becomes a voiceless aspirate, the initial s of early Greek which changes
to h, and so on. Each of these facts is an isolated fact. It is independent
gf other events of the same order, and also independent of the words
in which it occurs.’ All the words in question, naturally, are modified
phonetically; but that must not mislead us as to the real nature of
what is taking place.

Qn what do we base the claim that words themselves are not directly
subject to phonetic change? On the simple observation that sound
changes do not affect words a3 such, and cannot alter them essentially.
The word as a unit is not made up simply of a set of sounds:? it depends
on other characteristics than its material nature. Imagine that one
note on a piano is out of tune. Every time this note is played in the
performance of a piece, there will be a false note. But where? In the
melody? Surely not. Nothing has happened to the melody, only to the
piano. It is exactly the same in the case of sound change. The sound
system is the instrument we play in order to articulate the words of
the language. If one element in the sound system changes, this may
have various results; but in itself, the fact does not affect the words,
for they are, so to speak, the melodies in our repertoire.

Thus diachronic facts are individual facts, The alteration of a system
takes place through events which not only lie outside it {cf. p. [121]),
but are isolated events and form no system among themselves.?

To summarise, synchronic facts of whatever kind present a certain
regularity, but they have no imperative character. Diachronic facts,
on the contrary, are forced upon the language, but there is nothing
general about them.

. ! IL_ne_ed hardly be said that the examples cited are merely an indication. Currently
llngu:s‘t,ws attempts — rightly — to relate as many series of changes as possible to thé
operation of the same initial principle. Meillet, for example, explaing all changes in
G_reekAst‘o;Js as due to a gradual weakening of articulation (Mem. de la Société de
f,t:n%u:sitque,] LX_’, p. 163 fI.}. Where such general facts are to be found it is to them, in
(Egit:;afgzt:-)ms, that the conclusions concerning the nature of phonetic change apply.

? But elsewhere (p. |98]) it is denied that a word consists of sounds at all. If that is
the case, there is no need to justify the claim that words are not subject to sound change
since it is true by definition. If, on the ether hand, the signal is treated as & fixed set
of sound_ units, corresponding to the sequence of letters in a written form (p. (32]), it is
less nbylous tha_t sound change does not affect the sound pattern of a word dir:sctly.

There is some inconsistency here, which Saussure's editors cannot be said to have
regolved satllsfactorily, (Translator's note)

The thesis that a system as such does not evolve, but is merely affected by unrelated
external developments, subsequently became one of the major subjects of controversy
among structuralists. (Translator’s note)
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In short, we conclude that neither synchronic nor diachronic facts
are governed by laws in the sense defined above. If, none the less, one
insists on speaking of linguistic laws, the term will mean son}ethlng
entirely different as applied to synchronic facts and to diachronic facts.

§7. Is there a panchronic point of view?

Hitherto, we have taken the term law in its lega'l sense. But mlghg
there perhaps be in languages laws as underst:,ood in tl}e physical ancl
natural sciences? In other words, relations which hold in all cases an
for ever? In short, is it not possible to study languages from a pan-

ic point of view? -
Ch{tonilsC gossible, no doubt. Since phonetic changes occur, a_nd l\;nll
always occur, one may consider that general phgnqmengn in 1t.se] as
one of the constant features of language: hence it is a lmg}nstlc law,
In linguistics as in chess (cf. p. [125] {f.) there are rulhes which oult as?
all events. But they are general principles existing 1ndepenldent yo
concrete facts. As soon as one comes down to partlgular, tangible facts,
there is no panchronic point of view. Every phlonetlclchange, whatevgr
its extension may be, is limited to a certam.perlod and a cert.aln
geographical area. There is no such changie Wthh occurs all th? tltm:e
and everywhere. Its existence is merely Fhachrqmc. That very ach li
a criterion for judging what belongs to linguistic _structure gnd w :lzld
does not. Any concrete fact amenable to panchronic explanation czu
not be part of linguistic structure. Ta}{f{ the Frgn(.:h word chose
{"thing"). From a diachronic point of view, it is to be dlSt:lngu'lShed f.rom
Latin causa, from which it is derived. From a sy.nchromc point of view,
it is to be distinguished from all the words it might be .assocm.t,ed with
in modern French. Only the sounds of the word considered in them-
selves {§o0z) may be considered panchronicall_y: but i_:hey are devoid of‘
linguistié value. Even from a panchronic peint of_ vnew,(éoz as p_artgi)
a sequence like in foz admirabla (une chose adml{"able an adrm_rg e
thing’) is not a unit. 1t is just a formless mass, wh_lch lacks definition.
Why pick out d¢z, rather than gza or né‘.o? Thell"e is no value, becau_lse
there is no meaning. The panchronic peint of view never gets to grips
with specific facts of language structure.

§8. Consequences of the confusion of synchrony with diachrony

There are two cases to consider,

(a} The synchronic facts appear to conflict with the diachronic facts.
Looking at the case superficially, it appears that we have to choose
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between the two. In fact, this is not necessary. One does not exclude
the other. For instance, the word dépit in French used to mean ‘scorn’;
but that does not prevent it nowadays having a quite different mean-
ing. Etymology and synchronic value are two separate things. Simi-
Iarly, in modern French, according to traditional grammar, the present
participle is sometimes variable and behaves like an adjective, agree-
ing with its noun (une eau courante, ‘running water’), but is in other
cases invariable (une personne courant dans la rue, ‘a person running
in the street’). But historical grammar shows us that we are not
dealing with one and the same form. In one case there is the contin-
uation of the Latin participle (currentem), which is variable; but in
the other case we are dealing with a survival of the Latin ablative
gerund (currends), which is invariable.! Do the synchronic facts con-
tradict the diachronic facts in this case? Is traditional grammar to be
condemned in the name of historical grammar? No. That would be to
see only one side of the reality. One must not suppose that historical
facts are the only important ones, or that they suffice to constitute a
language. It is undoubtedly true that, as far as its origins are con-
cerned, the modern French participle courent subsumes two originally
separate forms. But as language users we no longer distinguish two
forms: we recognise only one.? Both facts are equally absolute and
incontestable,

{(b) The synchronic facts agree so closely with the diachronic facts
that they are confused, or it is considered superfluous to distinguish
them. For instance, the present meaning of the French word pére
(‘father’) is explained by appeal to the fact that its Latin etymon pater
meant ‘father’. To take another example, Latin short g in a non-initial
open syllable became i: so beside fucid one has conficié, beside amicus
one has inimicus, etc. The law is often stated as being that the a of
facié (1 make’} changes to i in conficié (‘I make ready, complete’)
because it is no longer in the initial syllable. This is incorrect. The a
of facié never 'became’ the i of conficio. In order to establish the truth
of the matter, one must distinguish between two periods and four
different forms. Originally, the forms were facié and confacio. Then
confacié became conficid, while facié stayed as it was: so the forms
in use were facié — conficié.

! This theory, although generally accepted, has recently been challenged by E. Lerch
(Das invariable Participium praesentis, Ertangen, 1913), but unsuccessfully in our view,
The example has therefore been allowed to stand. In any case, ils didactic value would
be unimpaired. (Editorial note)

? The example is not entirely convincing. For semantically, and on the basis of both
syntagmatic and associative relations, there seem to be adequate grounds for distin-
guishing the variable courant from its invariable counterpart in modern French, without
any appeal to diachronic considerations. (Translator's note)
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facio «—— confacio Period A

! j |
facid «— conficio Period B

! ' occurred, it was that confacid changed to gonﬁc:o. B}l_t
glea rlil;(:ngzdly formulated as it is, does not even meptliln colnf?;écz.
Furthermore, in addition to this change, which is a diac r}(])mc 1,
there is a second fact which is quite d1fTeren13._ It concernsbt ‘13; purteeg
synchronic contrast between facié and conficid. One may ?t}?mgi)rst
to regard this not as a separate fact, bgt as a copsequenclel o t;l oni(; .
None the less, it is a fact in its own right; and .n_uieed all synchr pie
facts are of this kind. What prevents our recognising the proptelzr vla 1
of the contrast facié — conficié is th.at its role is not patr 1cg Eisrtgf
important. But when we consider pairs like German G.:is - aults,
gebe — gibl, we realise that these contrasts too are fm‘tullouls1 resu“:e
of phonetic evolution: they none the legs embody, syn‘chrorgc(zia_ thonic
essential grammatical distinctions. Since synchronic an iachr mic
facts are closely connected in other respects, e?ch presu;)pposlln%] o
other, in the end distinguishing between therp is felt to be poin eth.c,;
For years, linguistics has muddled them up without even neticing
ml’i‘i%?fnistake becomes very appareqt, however, in certain thag.es. IE
order to explain Greek phuktds, it might be supposed that i s IS:SS
ficient to point out that in Greek g and kh become £ befm;e a voice s
consonant, and to state this fact-in terms qf synchronic co;esp(:ve
dences such as phugein : phuktiés, lékhos : léktron, etc. But 1'enti0n
come up against cases like trikhes : thriksf, where a co;r;}p;.mz‘ivord
appears in the form of a ‘change’ from ¢ to th. The forms of this word
can be explained only in historical terms, by appeal to re}atlve c on
ology. The primitive stem *thrikh, followed ‘by the end:lnﬁ -sz,diCEd
thriksi. This was a very early development, like that. whic 111)1'0 e
léktron from the root lekh-. At a later' sta‘ge, any asp,:rate fo ogve my
another in the same word lost its asplratmp, and so thrfkhesb ecihii
trikhes, while thriksi naturally remained unaffected by

development.

$9. Conclusions

Linguistics is thus faced with a second parting of the ways. Iln the ﬁrs:
place, we found it necessary to choose between studymgh apguigen
and studying speech (cf. p. [36]). Now we find ourselves at the junctio
where one road leads to diachrony and thp other to synchrony. i
Once this dual principle of classiﬁ_catlon is gras_ped, one mfe:y a d
that everything which is diachronic in languages is only so throug
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speech. Speech contains the seeds of every change, each one being
pioneered in the first instance by a certain number of individuals
before entering into general usage. Modern German has ich war, wir
waren, whereas at an earlier period, up to the sixteenth century, the
conjugation was ich was, wir waren {English still has I was, we were).
How did this substitution of war for was come about? A few people, on
the basis of waren, created the analogical form war. This form, con-
stantly repeated and accepted by the community, became part of the
language. But not all innovations in speech meet with the same suc-
cess, As long as they are confined to certain individuals, there is no
need to take them into account, since our concern is solely with the
language. They enter our field of observation only when they have
become accepted by the community.

An evolutionary development is always preceded by a similar de-
velopment, or rather many similar developments, in the sphere of
speech. That in no way invalidates the distinction established pre-
vieusly: rather, it offers a confirmation. For in the history of any
innovation one always finds two distinct phases: (1) its appearance in
individual cases, and (2) its incorporation into the language in exactly
the same form, but now adopted by the community,

The following table indicates a rational structure for the pursuit of
linguistic studies:

Synchrony
Languages

Language Diachrony

Speech

It must be conceded that the theoretically ideal form a science
should take is not always the form imposed upon it by practical ne-
cessities. In linguistics, practical necessities are more demanding than
in any other subject. To some extent, the confusion which at present
reigns in linguistic research is due to them. Even if the distinctions
drawn here were accepted once and for all, it might not be possible in
practice to translate this ideal schema into a systematic programme
of studies.

In the synchronic study of Old French, the linguist uses facts and
principles which have nothing in common with those which would be
revealed by the history of the same language from the thirteenth to
the twentieth centur ., but are comparable to thoge which would
emerge from the description of a modern Bantu language, or Attic
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Greek in 400 B.c., or French at the present day. These different syn-
chronic investigations are concerned with similar relations: for
although each language constitutes a closed system, all presuppose
certain constant principles. These do not vary from one case to the
next, because the facts studied belong to the same order of phenomena.
In the case of historical studies, it is no different. Whether one is
studying the development of French over a certain period (from the
thirteenth to the twentieth century, for example), or a period in the
history of Javanese, or of any other language, one is dealing with
gimilar facts. Comparing these facts is sufficient to enable one to
establish valid diachronic generalisations. The ideal programme
would be for each scholar to concentrate either on synchronic or on
diachronic research, and include as much as possible of the material
falling within his chosen field. But it is difficult to achieve a scientific
understanding of widely differing languages. Furthermore, each
language in practice constitutes a single unit for purposes of study,
and one ig led inevitably to study it from both a static and a historical
viewpoint in turn. Such units, we must none the less remember, are
merely superficial in theoretical terms. On the contrary, the disparity
between different languages conceals an underlying unity. In studying
a language from either point of view, it is of the utmost importance to
assign each fact to its appropriate sphere, and not to confuse the two
methods.

The two branches of linguistics thus defined will now be considered
in turn.

Synchronic linguistics will be concerned with logical and psycho-
logical connexions between coexisting items constituting a system, as
perceived by the same collective consciousness.

Diachronic linguistics on the other hand will be concerned with
connexions between sequences of items not perceived by the same
collective consciousness, which replace one another without them-
selves constituting a system.
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CHAPTER III

Identities, Realities, Values

The foregoing considerations raise a crucial problem.‘It i_s alllthg more
important in that the fundamental concepts of static lmgm.stlcs‘ are
directly based upon, or even merge with, th.e Foncept ofg linguistie
unit. This we now propose to show, by examining the notions of syn-
¢chronic identity, synchronic reality, and synchronic value.

A. What is a synchronic identity? What is at issug here is ‘not ,the
kind of identity which links the French negative par'tlc}e pas {'not’) to
the Latin noun passum {'pace’): that is a diach.romc 1Ident1ty (cf. P
[249]). It is the no less interesting kind of iden(tlty w’rhmh pearmlts us
to say that two sentences like je ne sais pas (‘I don’'t know’) a?d ne
dites pas cela (‘Don't say that’) include the same elern_ent (pas, not).
An idle question, it may be thought. For clearly the identity resides
in the fact that these two sentences include the same sequence of
sound {pas) bearing the same meaning in both‘ cases. But this explana-
tion will not do. Although correlations of phonic segments and concepts
establish identities (as in the example previously given: la force du
vent and d bout de force, p. [147]), the converse dogs not hold. It is
possible to have an identity without any such correla‘c_lqn. For example,
we may hear in the course of a lecture several repetltlolnslof the word
Messieurs! (‘Gentlemen!). We feel that in each. case it 1s'the same
expression: and yet there are variations of delivery gnd intonation
which give rise in the several instances to very noticeable phonic
differences — differences as marked as those which in other cases serve
to differentiate one word from another (e.g. pomme from paume, goutle
from goéte, fuir from fouir, etc.).! Furthermore, th}s feglmg of 1_dent1ty
persists in spite of the fact that from a semantic point of view too

' Comparable English pairs would be come — comb, look — luck, fear — fir. (Translator’s
note)
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there is no absolute reduplication from one Messieurs! to the next. A
word can express quite different ideas without seriously compromising
its own identity (cf. adopter une mode, ‘to adopt a fashion’, adopter un
enfant, ‘to adopt a child’; la fleur du pommier 'the flower of the
apple-tree’, la fleur de la noblesse, ‘the flower of the nobility’).

The mechanism of a language turns entirely on identities and dif-
ferences. The latter are merely counterparts of the former. The prob-
lem of identities crops up everywhere. It merges in part with the
problem of entities and units, to which it adds complications. But the
complications are valuable complications. Let us examine the prablem
of identity in linguistics in the light of some non-linguistic examples.
We assign identity, for instance, to two trains (‘the 8.45 from Geneva
to Paris’), one of which leaves twenty-four hours after the other. We
treat it as the 'same’ train, even though probably the locomotive, the
carriages, the staff ete. are not the same. Or if a street is demolished
and then rebuilt, we say it is the same street, although there may be
physically little or nothing left of the old one. How is it that a street
can be reconstructed entirely and still be the same? Because it is not
a purely material structure. It has other characteristics which are
independent of its bricks and mortar; for example, its situation in
relation to other streets. Similarly, the train is identified by its de-
parture time, its route, and any other features which distinguish it
from other trains, Whenever the same conditions are fulfilled, the
same entities reappear. But they are not abstractions. The street and
the train are real enough. Their physical existence is essential to our
understanding of what they are.

A quite different kind of case would be, say, a suit of mine which is
stolen, but which I find subsequently on a second-hand stall. That suit
is indeed a material object, made up simply of various inert substances
— cloth, lining, facings, etc. Any other suit, however similar, would
not be my suit. Now linguistic identity is not the kind of identity the
suit has, but the kind of identity the train and the street have, Every
time I utter the word Messieurs (‘Gentlemen"), I renew its material
being: it is a new act of phonation and a new psychological act. The
link between two uses of the same word is not based upon material
identity, nor upon exact similarity of meaning, but upon factors the
linguist must discover, if he is to come anywhere near to revealing
the true nature of linguistic units.

B. What is a synchronic reality? What concrete or abstract elements
of linguistic structure can be thus designated?

Take the distinctions between the various parts of speech. On what
is the classification of words into nouns, adjectives, etc. based? Is it on
some purely logical principle of an extra-linguistic nature, applied to
grammar from outside like lines of longitude and latitude on the
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earth’s globe? Or does it correspend to something which belongs
within, and is determined by the language system? In other words, is
it a synchronic reality? The second answer seems likely to be correct,
but there may be something to be said in favour of the first. In the
French sentence ces gants sont bon marché (‘these gloves are good
value'), is bon marché (‘good value’) an adjective? Logically, it has the
right meaning. But grammatically it is less clear. For bon marché
does not behave like a normal French adjective: it is invariable, never
precedes its noun, and so on. Furthermore, it consists of two words.
What the parts of speech provide is a classification of individual words:
30 how can a group of two words belong to one or other of the parts of
speech? Yet if we split it up into two words, and say bon (‘good’) is an
adjective, whereas marché (‘value’) is a noun, we have not accounted
for the single expression bon marché (‘good value’). The conclusion is
that our ‘parts of speech’ classification must be defective or incomplete:
its division of words into nouns, verbs, adjectives, etc. does not corre-
spond to any undeniable linguistic reality.

Linguistics is always working with concepts originally introduced
by the grammarians. [t is unclear whether or not these concepts really
reflect constituent features of linguistic structure. But how can we
find out? And if they are illusory, what realities can we put in their
place?

To avoid being misled, it is first of all important to realise that
conerete linguistic entities do not just present themselves for inspec-
tion of their own accord. It is in seeking them out that one makes
contact with linguistic reality. Taking this as our point of departure,
we have to proceed to work out all the classifications linguistics needs
to accommodate the facts it has to deal with. But to base these clas-
sifications on anything other than concrete entities — to say, for in-
stance, that the parts of speech do reflect linguistic structure, simply
because they are logically viable categories ~is to forget that linguistic
facts do not exist independently of sound-sequences divided into mean-

ingful segments.

C. Finally, the notions discussed above do not differ in essentials
from what we have elsewhere referred to as values. The point can be
brought out once again by comparison with chess (ef. p. [125] ff.).
Consider a knight in chess. Is the piece by itself an element of the
game? Certainly not. For as a material object, separated from its
square on the board and the other conditions of play, it is of no
significance for the player. It becomes a real, concrete element only
when it takes on or becomes identified with its value in the game.
Suppose that during a game this piece gets destroyed or lost. Can it
be replaced? Of course it can. Not only by some other knight, but even
by an object of quite a different shape, which can be counted as a
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kmghF, provided it is assigned the same value as the missing piece
Thus it can be seen that in semiological systems, such as languagesl
where the elements keep one another in a state of equilibrium ir;
accordapce with fixed rules, the notions of identity and value merge.
That is why in the final analysis the notion of value covers units
concrete entities and realities. There is no fundamental dif‘ferencé
between ’Fhese notions, but they allow the same problem to be for-
mulatefl in a variety of different ways. Whether we are trying to
deterrgme utnitsl,], realities, concrete entities, or values, it will always
come down to the same central questi i
o of statie o question, which runs throughout the
If‘rom a practical point of view, it would be of interest to begin with
units; to determine units, and recognize the various kinds of units by
proyld}ng a classification. It would be necessary to examine what the
bgsns is for division into words. For the word, in spite of being so
difficult to define, is a unit which compels recognition by the mind. It
has a cgntral role in the linguistic mechanism. (But a discussion. of
that topic glone would fill a book.} Then one would proceed to classify
smaller units, larger units, and so on. By determining in this way the
glements to be dealt with, a science of linguistics would fully achieve
its goal_s, }?aving related all relevant phenomena in its domain to one
first principle. It cannot be said that this central problem has ever
I‘Jh(;}e;n talckled, or that the scope and difficulty of it have been realised.
ere languages are concerned, peopie i
work with poorly defined units, people have always been satisfied (o
However, in spite of the capital importance of units, it is preferable
!;0 approach the problem by considering values. For that, in our view
is the heart of the matter. ’ ’
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CHAPTER IV

Linguistic Value

81. The language as thought organised in sound

In order to realise that the language itself can be nothing other than
a system of pure values, one need only consider the two elements
which are involved in the way it functions: ideas and sounds.

Psychologically, setting aside its expression in words., our thought
is simply a vague, shapeless mass. Philosophers and 11n.gulst5 have
always agreed that were it not for signs, we should be mcapaple of
differentiating any two ideas in a clear and corllst_ant.wqy. In itself,
thought is like a swirling cloud, where no shape is 1ntr1‘nsnc'aHy. d(_eter-
minate. No ideas are established in advance, and nothing is distinct,
before the introduction of linguistic structure. .

But do sounds, which lie outside this nebulous world of thought, in
themselves constitute entities established in advance? No more than
ideas do. The substance of sound is no more fixed or rigid than that of
thought. It does not offer a ready-made mould, with sha}pes that
thought must inevitably conform to. It is a malleable material 'whlch
can be fashioned into separate parts in order to supply _thfa signals
which thought has need of. So we can envisage the lu}gmstm P}}epo-
menon in its entirety — the language, that is — as a series of adjeining
subdivisions simultaneously imprinted both on the plane of vague,
amorphous thought {4), and on the equally featurelesg plane of sognd
(B}. This can be represented very approximately as in the following
sketch (top of p. 111). _ ) )

The characteristic role of a language in relation to thought is not to
supply the material phonetic means by which ideas may.be expressed,
It is to act as intermediary between thought and sound, in such a way
that the combination of both necessarily produces a mutually .comple-
mentary delimitation of units. Thought, chaotic by nature, is I_nade
precise by this process of segmentation. But what happens is neither
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a transformation of thoughts into matter, nor a transformation of
sounds into ideas. What takes place, is a somewhat mysterious process
by which ‘thought-sound’ evolves divisions, and a language takes
shape with its linguistic units in between those two amorphous mass-
es. One might think of it as being like air in contact with water:
changes in atmospheric pressure break up the surface of the water
into series of divisions, i.e. waves. The correlation between thought
and sound, and the union of the two, is like that.

Linguistic structure might be described as the domain of articula-
tions, taking this term in the sense defined earlier (p. [26]). Every
linguistic sign is a part or member, an articulus, where an idea is
fixed in a sound, and a sound becomes the sign of an idea.

A language might also be compared to a sheet of paper. Thought is
one side of the sheet and sound the reverse side. Just as it is impossible
to take a pair of scissors and cut one side of paper without at the same
time cutting the other, so it is impossible in a language to isolate
sound from thought, or thought from sound. To separate the two for
theoretical purposes takes us into either pure psychology or pure
phonetics, not linguistics.

Linguistics, then, operates along this margin, where sound and
thought meet. The contact between them gives rise to a form, not a
substance.

These observations clarify our earlier remarks about the arbitrary
nature of the linguistic sign (p. [100]). Not only are the two areas
which are linguistically linked vague and amorphous in themselves,
but the process which selects one particular sound-sequence to corre-
gpond to one particular idea is entirely arbitrary, If this were not so,
the notion of value would lose something. For it would involve a
certain element of imposition from the outside world. But in fact
values remain entirely a matter of internal relations, and that is why
the link between idea and sound is intrinsically arbitrary.

In turn, the arbitrary nature of the sign enables us to understand
more easily why it needs social activity to create a linguistic system.

[157]
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A community is necessary in order to establish values. Values have
no other rationale than usage and general agreement. An individual,
acting alone, is incapable of establishing a value.

Furthermore, the notion of value, thus defined, shows us that it is
a great mistake to consider a sign as nothing more than the combin-
ation of a certain sound and a certain concept. To think of a sign as
nothing more would be to isolate it from the system to which it belongs.
It would be to suppose that a start could be made with individual
signs, and a system constructed by putting them together. On the
contrary, the system as a united whole is the starting point, from
which it becomes possible, by a process of analysis, to identify its
constituent elements.

To develop this idea, we shall look at it first from the point of view
of the signification or concept (§2), then from that of the signal (§3),
and finally from that of the sign as a whole (§4).

Since we cannot have direct access to concrete entities and linguistic
units, we shall take words as examples. Although, as previously noted
(p. {1477, words do not answer exactly to our definitien of linguistic
units, they will be adequate to give a rough idea, and will obviate the
necessity for talking in abstract terms. So we will treat them for
present purposes as specimens supposedly equivalent to the actual
signs of a synchronic system. The principles which will emerge may
be taken as valid for linguistic entities in general.

$2. Linguistic value: conceptual aspects

The value of a word is mainly or primarily thought of in terms of its
capacity for representing a certain idea, That is indeed an aspect of
linguistic value. But in that case, does its linguistic value differ from
what is called its meaning? Are value and meaning synonymous terms?
Not in our view, although it is easy to confuse them. For the subtlety
of the distinction, rather than any analogy between the two terms,
invites confusion.

Value, in its conceptual aspect, is doubtless part of meaning. It is
by no means easy, indeed, to draw the distinetion in view of this
interconnexion. Yet it must be drawn, if a language is not to be
reduced to a mere nomenclature {cf. p. [97]).

Let us first consider meaning, as usually understood, in the light of
our previous analysis (p. [39]). As the arrows in the diagram indicate,
a meaning is simply the counterpart of a sound pattern. The relevant
relation is one between a sound pattern and a concept, within the
limits of the word, which is for this purpose treated as a self-contained
unit, existing independently.
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Signification

The paradoxical part of it is this. On the one hand, the concept
appears to be just the counterpart of a sound pattern, as one constitu-
ent part of a linguistic sign. On the other hand, this linguistic sign
itself, as the link uniting the two constituent elements, likewise has
counterparts. These are the other signs in the language.

. A language is a system in which al! the elements fit together, and
in which the value of any one element depends on the simultaneous
coexistence of all the others. It may be represented as follows,

Signification m
———— . . g Signification

So hoyv dogs it come about that value, as defined, can be equated with
meaning, i.e. with the counterpart of the sound pattern? For it looks
impossible to assimilate the relations represented here by horizontal
arrows to those other relations represented in the previous diagram
by vertical arrows. In other words, to go back to our comparison with
the sheet of paper (p. [157)), it is difficult to see how the relation
between different shapes cut out (call them A, B, C, D, ete.) can fail
to be different from the relation between one side of any given shape
and its reverse side (A/A’, B/B’, eic.).

In answering this question, it is relevant to point out that even in
non-linguistic cases values of any kind seem to be governed by a
paradoxical principle. Values always involve:

(1) something dissimilar which can be exchanged for the item whose
v_alqe is under consideration, and

(2) :sxmzlar things which can be compared with the item whose value
is under consideration.

Thege two features are necessary for the existence of any value, To
determine the value of a five-franc coin, for instance, what must be
known .is: (1) that the coin can be exchanged for a certain quantity of
sqmethmg different, e.g. bread, and (2) that its value can be compared
with another value in the same system, e.g. that of a one-franc coin,
or of a coin belonging to another system {(e.g. a dollar). Similarly, a
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word can be substituted for something dissimilar: an idea. At the same
time, it can be compared to something of like nature: another word.
Its value is therefore not determined merely by that concept or mean-
ing for which it is a token. It must also be assessed against comparable
values, by contrast with other words. The content of a word is deter-
mined in the final analysis not by what it contains but by what exists
outside it. As an element in a system, the word has not only a meaning
but also — above all — a value. And that is something quite different.

A few examples will show that this is indeed the case. The French
word mouton may have the same meaning as the English word sheep;
but it does not have the same value. There are various reasons for
this, but in particular the fact that the English word for the meat of
this animal, as prepared and served for a meal, is not sheep but
rmutton. The difference in value between sheep and mouton hinges on
the fact that in English there is also another word mutton for the
meat, whereas mouton in French covers both.

In a given language, all the words which express neighbouring ideas
help define one another’s meaning. Each of a set of cynonyms like
redouter (‘to dread’), craindre (‘to fear’), avoir peur {'to be afraid’) has
its particular value only because they stand in contrast with one
another. If redouter (‘to dread”) did not exist, its content would be
shared out among its competitors. On the other hand, words are also
enriched by contact with other words. For instance, the new element
introduced into décrépit (as in un vieillard décrépit, cf. p. {1191} is
a result of the coexistence of décrépi (as in un mur décrépi). So the
value of any given word is determined by what other words there are
in that particular area of the vocabulary. That is true even of a word
like solei! ('sun’). No word has a value that can be identified indepen-
dently of what else there is in its vicinity. There are languages, for
example, in which it is impossible to say the equivalent of s’asseoir au
soleil (‘to sit in the sun’).

The above remarks apply not only to words but te all linguistic
elements, including grammatical entities. The value of a French plur-
al, for instance, does not match that of a Sanskrit plural, even though
they often mean the same. This is because in Sanskrit, in addition to
singular and plural, there is a third category of grammatical number.
In Sanskrit the equivalents of expressions like mes yeux (‘my eyes’),
mes oreilles (‘'my ears), mes bras (‘my arms’), mes jambes (‘my legs’)
would be neither in the singular nor in the plural but in the dual. It
would thus be inaccurate to attribute the same value to the Sanskrit
plural as to the French plural, because Sanskrit cannot use the plural
in all the cases where it has to be used in French. Its value thus does
indeed depend on what else there is in its vicinity.

If words had the job of representing concepts fixed in advance, one
would be able to find exact equivalents for them as between one

IV. Linguistic Value 115

language and another. But this is not the case. French uses the same
verb louer (‘hire, rent’) both for granting and for taking a lease,
wheregs German has two separate verbs, mieten and vermieten: so
there is no exact correspondence between the values in question. The
.German.verbs schdtzen (to value’) and urteilen (‘to judge’) have mean-
ings which answer roughly to those of the French verbs estimer and
Jjuger: but in various respects there is no one-to-one correspondence.

Flexion offers some particularly striking examples. The distinctions
of tense which are so familiar to us are unknown in certain languages.
The Hebrew verb does not even mark the fundamental difference
between past, present and future. Proto-Germanic has no separate
verb form for the future: it is sometimes said that it uses the present
tense for this purpose, but that is misleading because the value of a
present tense is not the same in Germanic as in those languages which
have future tense forms in addition to present tense forms. The Slavic
languages regularly distinguish two verbal aspects: the perfective
aspect represents an action as a whole, as a single point, taking no
development into account, whereas the imperfective aspect represents
the same action in the process of development, taking place in time.
These categories are difficult for a Frenchman, because his language
does not recognise them. If they were predetermined categories, there
Would be no such difficulty. In all these cases what we find, instead of
ideas given in advance, are values emanating from a linguistic system.
If we say that these values correspond to certain concepts, it must be
}mderstood that the concepts in question are purely differential. That
is to say they are concepts defined not positively, in terms of their
content, but negatively by contrast with other items in the same
system. What characterises each most exactly is being whatever the
others are not.

The full significance of our diagram representing the linguistic sign
should now be apparent.

Signification
‘juger’
Signal
juger

This means that in French, the concept ‘juger’ (‘to judge’) is linked to
the sound pattern juger, So the diagram represents what the word
means. But i{ must not be supposed that the concept in question has
any kind of priority. On the contrary, that particular concept is simply
a value which emerges from relations with other values of a similar
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kind. If those other values disappeared, this meaning too would van-
ish. If I say, simply, that a certain word means this or that — going ne
further than identifying the concept associated with that particular
sound pattern — then what 1 am saying may in some respects be
accurate, and succeed in giving a correct picture. But I fail inevitably
to capture the real linguistic fact, either in its basic essentials or in

its full scope.

§3. Linguistic value: material aspects

Just as the conceptual part of linguistic value is determined solely by
relations and differences with other signs in the language, so the same
is true of ils material part. The sound of a word is not in itgelf
important, but the phonetic contrasts which allow us to distinguish
that word from any other. That is what carries the meaning.

This may seem surpriging. But how could it possibly be otherwise?
No particular configuration of sound is more aptly suited to express a
given message than any other such configuration. So it is clearly the
case — indeed, it must be the case — that no linguistic item can ever
be based, ultimately, upon anything other than its non-coincidence
with the rest. Here the terms arbitrary and differential designate two
correlative properties.

The processes of linguistic change amply demonstrate this correlat-
jon. It is precisely because two signs a and b are never grasped as such
by our linguistic consciousness, but only the difference between a and
b, that each sign remains free to change in accordance with laws quite
unconnected with their signifying function. The Czech genitive plural
Zen (cf. p. [123]) has no positive case maker. Yet the contrast Zene
vs. Zen works just as well as Zena vs. zens, which preceded it. The
reason is that all that matters is the difference between the signs:
fena functions effectively simply because it is different.

Another example which brings out even more clearly the systematic
nature of such contrasts is the following. In Greek éphén is an im-
perfect and éstén an aorist, even though their morphological format-
ion is identical. The former belongs to the present indicative system
of phémi (‘I say’), whereas there is no present form *stgmi. It is the
relation between phémi and éphén which corresponds to the relation
between present and imperfect (¢f. detknami - edefknin). These
signs thus function not according to their intrinsic value but in virtue
of their relative position.

In any case, it is impossible that sound, as a material element,
should in itself be part of the language. Sound is merely something
ancillary, a material the language uses. All conventional values have
the characteristic of being distinct from the tangible element which
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serves as their vehicle. It is not the metal in a coin which determines
its value. A crown piece nominally worth five francs contains only
half that sum in silver. Its value varies somewhat according to the
effigy it bears. It is worth rather more or rather less on different sides
of a political frontier, Considerations of the same order are even more
pertinent to linguistic signals. Linguistic signals are not in essence
phonetic. They are not physical in any way. They are constituted
solely by differences which distinguish one such sound pattern from
another.

This fundamental principle applies to every material element used
lby a language, even the basic speech sounds. Each language constructs
its words out of some fixed number of phonetic units, each one clearly
distinet from the others. What characterises those units is not, as
might be thought, the specific positive properties of each; but simply
the fact that they cannot be mistaken for one another. Speech sounds
are first and foremost entities which are contrastive, relative and
negative.!

What proves this is the latitude speakers are allowed in pronunci-
ation, provided they distinguish one sound from another, In French,
for instance, the fact that r is usually pronounced as a uvular conseon-
ant does not prevent many speakers from pronouncing it as an apical
trill. It makes no difference to the French language, which requires
only that r should be distinct from other consonants. There is no
necessity that it be pronounced always in exactly the same way. I can
even pronounce a French r like the German ck in Bach, dock, etc.;
whereas I could not in German substitute r for ch because German,
unlike French, distinguishes between r and ch. Likewise in Russian,
there is no latitude of pronounciation for ¢ in the direction of ¥ (i.e.
palatalised ¢}, because the result would be to confuse two sounds
distinguished by the language (cf. govorit, ‘to speak’ vs. govorit ‘he
gpeaks’). But a Russian is more at liberty to aspirate a ¢, because th
is not a separate sound in the Russian system.

_An identical state of affairs is to be found in that other system of
signs, writing. Writing offers a useful comparison, which throws light
upon the whole gquestion. We find that:

1. The signg used in writing are arbitrary. The letter ¢, for instance,
has no connexion with the sound it denotes.

! When this passage is compared with the detailed account of speech sounds given
earlier (p. 163] ff), it is evident that the published text of the Cours lacks any carefut
and consi_stent.[y drawn distinction between phonetic and phenclogical units. The speach
sounds discussed on p. [63] fI. are clearly language-neutral elements, characterised in
Physiological terms; whereas the speech sounds discussed here are defined contrastively
in the context of particular languages. Cf. p. [180] fn. (Translator's note.)
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2. The values of the letters are purely negative and differential. So
the same individual may write ¢ in such variant forms as:

C oAt

The one essential thing is that his t should be distinct from his {, his
d, etc.

3. Values in writing are solely based on contrasts within a fixed
system, having a determinate number of letters. This feature,
although not the same as 2 above, is closely connected with it; for both
2 and 3 follow from 1. Since the written sign is arbitrary, its form is
of little importance; or rather, is of importance only within certain
limits imposed by the system.

4. The actual mode of inscription is irrelevant, because it does not
affect the system. (This also follows from 1.) Whether I write in black
or white, in incised characters or in relief, with a pen or a chisel —
none of that is of any importance for the meaning.

§4. The sign as a whole

Everything we have said so far comes down to this. In the language
itself, there are only differences. Even more important than that is the
fact that, although in general a difference presupposes positive terms
between which the difference holds, in a language there are only
differences, and no positive terms. Whether we take the signification
or the signal, the language includes neither ideas nor sounds existing
prior to the linguistic system, but only conceptual and phonetic dif-
ferences arising out of that system, In a sign, what matters more than
any idea or sound associated with it is what other signs surround it.
The proof of this lies in the fact that the value of a sign may change
without affecting either meaning or sound, simply because some
neighbouring sign has undergone a change (cf. p. {1601).

But to say that in a language everything is negative holds only for
signification and signal considered separately. The moment we con-
sider the sign as a whole, we encounter something which is positive
in its own domain. A linguistic system is a series of phonetic differ-
ences matched with a series of conceptual differences. But this match-
ing of a certain number of auditory signals and a similar number of
items carved out from the mass of thought gives rise to a system of
values. It is this system which provides the operative bond between
phonic and mental elements within each sign. Although signification
and signal are each, in isolation, purely differential and negative,
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their combination is a fact of a positive nature. It is, indeed, the only
order of facts linguistic structure comprises. For the essential function
of a language as an institution is precisely to maintain these series of
differences in parallel.

Certain diachronic developments are most revealing in this respect.
We find countless cases where a change in the signal brings with it a
change in the idea expressed. Time and again we observe that in
principle the number of ideas distinguished matches the number of
distinct signals available. When two words merge through phonetic
change (e.g. décrépit from Latin decrepitus, and décrépi from Latin
crispus, cf. p. [119]), the ideas tend to merge as well, however dis-
similar they may be. What happens when one word gives birth to two
alternative pronunciations {e.g. French chaise and chaire, both from
Latin cathedra)? Inevitably the phonetic difference which has emerged
will tend to acquire significance, although perhaps not always im-
mediately or always successfully. Conversely, any difference in ideas
distinguished by the mind will seek expression in different linguistic
signalis; whereas two ideas the mind no longer differentiates will tend
to find expression in the same signal.

The moment we compare one sign with another as positive combin-
ations, the term difference should be dropped. It is no longer appro-
priate. It is a term which is suitable only for comparisons between
sound patterns (e.g. pére vs. mére), or between ideas (e.g. ‘father’ vs.
‘mother’). Two signs, each comprising a signification and a signal, are
not different from each other, but only distinct. They are simply in
opposition to each other. The entire mechanism of language!, which
we shall consider below, is based on oppositions of this kind and upon
the phonetic and conceptual differences they involve.

What is true of values is also true of units (cf. p. [154]). A unit is a
segment of a spoken sequence which corresponds to a certain concept.
Both are purely differential in nature.

Applied to units, the principle of differentiation may be formulated
as follows. The characteristics of the unit merge with the unit itself. In
a language, as in every other semiological system, what distinguishes
a sign is what constitutes it, nothing more. Difference is what makes
characteristics, just as it makes values and units.

Another consequence, and a rather surprising one, of the same
principle is this. What is usually called a ‘grammatical fact’ corre-
sponds in the final analysis to our definition of a unit. For there is
always an opposition of terms involved. What is special is that the
opposition happens to be particularly important, e.g. German plural
formations of the type Nacht vs. Nédchte (cf. p. [120] ff.). Each of the

! The term used in the text here is langage, but the chapter referred to is entitled
‘Mécanisme de la langue’. (Translator's note)
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items which contrast grammatically (the singular form without the
umlaut and without the final -e, contrasting with a plural form having
both) is itself the product of the operation of oppositions within the
system. In isolation, Nacht and Neéchte are nothing: the opposition
between them is everything. In other words, one might express the
relation Nacht vs. Néchte by an algebraic formula a/b, where a and
b are not simple terms, but each represents a complex of relations.
The language is, so to speak, an algebra which has only complex
terms. Some of the oppositions it includes are more important than
others. But ‘units’ and ‘grammatical facts’ are only different names for
different aspects of the same general fact: the operation of linguistic
oppositions, So much so that it would be perfectly possible to tackle
the problem of units by beginning with grammatical facts. Starting
from an opposition like Nacht vs. Ndchte, one would inquire what are
the units involved. Are they just two words? Or are they whole series
of similar words? Or are they just a and d? Or are they all singulars
and al} plurals?

Units and grammatical facts would not merge in this way if a
linguistic sign was constituted by anything apart from differences.
But linguistic structure being what it is, however one approaches it,
nothing is simple. Always and everywhere one finds this same complex
equilibrium of terms holding one another in mutual juxtaposition. In
other words, the language itself is a form, not a substance (ef. p. [157]).
The importance of this truth cannet be overemphasised. For all our
mistakes of terminology, all our incorrect ways of designating things
belonging to the language originate in our unwittingly supposing that
we are dealing with a substance when we deal with linguistic

phenomena.

CHAPTER V

Syntagmatic Relations and
Associative Relations

§1. Definitions

In a linguistic state, then, everything depends on relations. How do
they work? ‘

The {‘elgtions and differences between linguistic items fall into two
quite .dllstlnct kinds, each giving rise to a separate order of values. The
opposition between these two orders brings out the specific character
of eaf:h..They correspond to two different forms of mental activity
both indispensable to the workings of a language. ’
. Words as used in discourse, strung together one after another, enter
1qto re!atlons based on the linear character of languages (cf. p ,[103])
Linearity precludes the possibility of uttering two wor;is. simul-'
tanemllsly.‘ They must be arranged consecutively in spoken sequence
Combmathns based on sequentiality may be called syntegmas.! The.
syntagma invariably comprises two or more consecutive units: for
etxam}ljle, re-lire (‘re-read’), contre tous (‘against all’), la vie humaine
( thg life of ‘man’), Dieu est bon ('God is good’), §il fait beau temps, nous
‘s;:lr‘a::rons (.'lf it.’s ﬁnel, we'll go out’). In its place in a syntagme; any

it acquires its value simply i iti \
hat fonone. or o botk. ply in opposition to what precedes, or to

Outside the context of discourse, words having something in com-
men are associated together in the memory. In this way they form
groups, the members of which may be related in various ways. For
instance, the word enseignement (‘teaching’) will automatically evoke
a host of other words: enseigner (‘to teach’), renseigner (‘to inform’)
etc., or armement (‘armament’), changement (‘change’), etc., or édu:

! Needless to say, the study of i i
) \ y of syntagmas is not to be equated with syntax. The ]
is only part of the former, as will be seen (ef. p. [185) if.). (Editorial nntg} o latter
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cation (‘education’), apprentissage (‘apprenticeship’). All these words
have something or other linking them.

This kind of connexion between words is of quite a different order.
It is not based on linear sequence. It is a connexion in the brain. Such
connexions are part of that accumulated store which is the form the
language takes in an individual’s brain. We shall call these associative
relations.

Syntagmatic relations hold in praesentia. They hold between two or
more terms co-present in a sequence. Associative relations, on the
contrary, hold in absentia. They hold between terms constituting a
mnemonic group.

Considered from these two points of view, a linguistic unit may be
compared to a single part of a building, e.g. a column. A column is
related in a certain way to the architrave it supports. This disposition,
involving two units co-present in space, is comparable to a gyntagmatic
relation. On the other hand, if the column is Doric, it will evoke
mental comparison with the other architectural orders (Ionic, Corin-
thian, etc.), which are not in this instance spatially co-present. This
relation is associative.

Each of these two orders of relationship calls for certain special

comments.

2. §Syntagmatic relations

The examples given above (p. {170)) already make it clear that the
notion of a syntagma applies not only to words, but to groups of words,
and to complex units of every size and kind {compound words, deriva-
tive forms, phrases, sentences).

It is not sufficient to consider merely the relation between the parts
of a syntagma, e.g. between contre (‘against’) and tous (‘all’) in contre
tous (‘against all’), or between contre (‘over’) and maitre {'master’} in
contremaitre (‘overseer’). Account must also be taken of the relation
between the whaole and the parts, e.g. between contre tous and contre,
contre tous and tous, contremaitre and contre, contremaitre and
malitre.

An objection might be raised at this point. The most typical kind of
syntagma is the sentence. But the sentence belongs to speech, not to
the language (cf. p. [30]). So does it not follow that the syntagma is a
phenomenon of speech too? Not in our view. The characteristic of
speech is freedom of combination: so the first question to ask is
whether all syntagmas are equally free.

There are, in the first place, a large number of expressions belonging
to the language: these are ready-made phrases, absolutely invariable
in usage, in which it may even require reflection to distinguish the
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constituent parts: e.g. & quoi bon? (‘what's the use?), allons donc!
{(‘come along!). The same is true, although not to the same extent, for
expressions like prendre la mouche (‘to take offence’), forcer la main
G quelgi’un (‘to force someone’s hand'), rompre une lance (‘to break a
lance’), avoir mal @ la téte (‘to have a headache), & force de {'by dint
of), ?ue vous en semble? (‘what do you think of it?") pas n'est besoin de
sk no need to .. .’), etc. These are idiomatic expressions invelving
oddities of meaning or syntax. These oddities are not improvised, but
handed down by tradition. In this connexion one might also cite mor-
Phological oddities which, although perfectly analysable, represent
1‘rr.egularities maintained solely by prevalence of usage: e.g. difficulté
(d;fﬁculty’) as compared with facilité (‘ease’) and facile (‘easy’); mour-
rai (‘I will die’), mourir (‘to die”), as compared with dormirai (I will
sleep’), dormir ('to sleep’), and finirai ('l will finish"), finir ('to finish’).!

Bgt that is not all. To the language, and not to speech, must be
a?trlbuted all types of syntagmas constructed on regular patterns.
Since there is nothing abstract in linguistic structure, such types will
not exist unless sufficiently numerous examples do indeed oceur. When
a new word such as indécorable (‘undecoratable’} crops up in speech
gcf. p. [228] f.), it presupposes an already existing type, and the {ype
in question would not exist were it not for our recollection of a suf-
ficient number of similar words already in the language, e.g. impar-
dgnnable {(‘unpardonable’), intolérable (‘intolerable’), infatigable
(indefatigable’), etc. Exactly the same holds for sentences and groups
of words based upon regular models. Combinations like la terre tourne
(‘the earth rotates”), que vous dit-il? ('what does he say to you?'), etc.
correspond to general combinatory types, which in turn are based in
the language on specific examples heard and remembered.

Where syntagmas are concerned, however, one must recognise the
fact that there is no clear boundary separating the language, as con-
ﬁrmed by communal usage, from speech, marked by freedom of the
1ndividual. In many cases it is difficult to assign a combination of
units to one or the other. Many combinations are the product of both,
in proportions which cannot be accurately measured.

§3. Associative relations

Groups.forrped by mental association do not include only items sharing
smne.thmf?r In common, For the mind also grasps the nature of the
relations involved in each case, and thus creates as many associative

‘te'I)‘he ‘reguilar’ forms ought presumably to be *difficilité and *mourirai. (Translator's
no
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series as there are different relations. In enseignement (‘teaching’),
enseigner (‘to teach’), enseignons (‘(we) teach’), etc., there is a common
element in all the terms, i.e. the stem enseign- (‘teach-'}. But the word
enseignement also belongs to another series based upon a different
common element, the suffix -ment: e.g. enseignement ("teaching’), arme-
ment, (‘armament’), changement (‘change’), etc. The association may
also be based just on similarity of significations, as in enseignement
{'teaching’), instruction (‘instruction’}), apprentissage (‘apprenticeship’),
éducation {('education”), etc. Similarly, it may be based just on simi-
larity of sound patterns, e.g. the final syllables of enseignement (‘teach-
ing”) and justement (‘precisely’).’ So sometimes there is a double
associative link based on form and meaning, but in other cases just
one associative Jink based on form or meaning alone, Any word can
evoke in the mind whatever is capable of being associated with it in
some way or other.

While a syntagma brings in straight away the idea of a fixed se-
guence, with a specific number of elements, an associative group has
no particular number of items in it; nor do they occur in any particular
order. In a series like désir-eux (‘desirous”), chaleur-eux (‘warm’),
peur-eux (fearful’), etc. it is impossible to say in advance how many
words the memory will suggest, or in what order. Any given term acts
as the centre of a constellation, from which connected terms radiate
ad infinitum.

Of these two characteristics found in associative series — indeter-
minate order and indefinite number — only the former is constant. The
latter may not be found in certain cases. This is so with a very common
type of associative group, flexional paradigms. In a Latin series like
dominus, domini, domina, etc. we have an associative group based
on a common element: the noun stem domin-. But the series is not
open-ended, like enseignement, changement, etc., since the number of
case forms is limited. Their sequence, however, is not fixed. It is purely
arbitrary that grammarians list them in one order rather than an-
other. As far as language-users are concerned, the nominative is not

| This case is rare and may be trealed as abnormal. For the mind naturally discards
all associaiions likely to impede understanding and discourse. Nonethelesa, the exist-
ence of such associative groups is proved by the category of feeble puns based upon the
ridiculous confusions which may result from homonymy pure and simple. E.g. Les
musiciens produisent les sons et les grainetiers les vendent (Musicians produce [sounds/
bran], which seedsmen sell' — son meaning both ‘sound’ and also 'bran’). Such cases
must be distinguished from those in which word assoication, although fortuitous, is
backed by a certain connexion of ideas: e.g. French ergot (‘'spur, spike’) and ergoter ("to
quibble’), or German hlau (‘blue’) and durchblduen {'to beat, thrash’). What is involved
here is a new interpretation of one ar other of the terms. These are cases of popular
etymology {(cf. p. 1238]). Although of interest in the study of semantic change, from a
synchronic viewpoint they merely fatl into the category of enseigner, enseignement, etc.
mentioned above. (Editorial note)
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in any sense the ‘first’ case in the declension: the forms may be thought
of in any variety of orders, depending on circumstances.
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CHAPTER VI

The Language Mechanism

§1. Syntagmatic interdependences

The whole set of phonetic and conceptual differences which constitute
a language are thus the product of two kinds of comparison, associative
and syntagmatic. Groups of both kinds are in large measure estab-
lished by the language. This set of habitual relations is what constit-
utes linguistic structure and determines how the language functions.

The first thing that strikes us in this organisation are the syntag-
matic interdependences. Almost all linguistic units depend either on
what precedes or follows in the spoken sequence, or else on the suc-
cessive parts of which they are themselves composed.

This is amply demonstrated by word formation. A unit like désireux
(‘desirous’) divides into two smaller units: désir-eux (‘desir-ous’). But
these two are not independent units merely added together:
désir+eux. They form a product, a combination of interdependent
clements, their value deriving solely from their mutual contributions
within a higher unit, which we may represent as: désirxeux. For the
suffix -eux, in isolation, never occurs. Its place in the language depends
on the existence of a series of terms in use, such as chaleur-eux,
chanc-eux, ete. Nor is the stem désir- autonomous. It exists only when
combined with a suffix. In roulis (‘rolling’} the element roul- (‘roll-’) is
nothing without the suffix added to it. The whole depends on the parts,
and the parts depend on the whole. That is why the syntagmatic
relation between part and whole is just as important as the syntag-
matic relation between one part and anocther.

This is a general principle, which can be seen to operate in all the
types of syntagma previously listed (p. [172]). There are always larger
units, composed of smaller units, with a relation of interdependence
holding between both.

It is true that there are independent linguistic units, These have no
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syntagn}atic rc?lations, either between their parts or with other units
Words like oui ('yes’), non ('no’), merci (‘thank you’), which are e uiv:
alent to ‘who!e sentences, provide good examples. But this phen?)me-
non, Iwhlch 18 1n any case rare, does not undermine the general
prl_nc}plg. Normally we do not express ourselves by using single lin-
guistic signs, but groups of signs, organised in complexes which them-
selves are signs. In linguistic structure everything in the end comes
down to differences, and also to groups. This mechanism, which in-
volver..s mt:errelgtions of successive terms, is like the funct,ioning of a
machine in which the components all act upon one other, even though
they are arranged in one dimension only. ’ ¢

§2. Simultaneous functioning of both types of group

Synhtagmat.ic groups formed in this way are linked by interdependence
Zzg _cotptrlbutlng to all. Linear ordering in space helps to creaté
ociative connexions, and these in turn pla i i
syntagmatic analysis, play an essential part in

Take the compound dé-fuire (*u ’
' : - n-do’). We can represent it al
horizontal strip corresponding to the spoken sequenfe: e s

dé-faire —»

But at th 1 i

. e same time, alo'ng. anoth_er axis, there are subconsciously
present one or more associative series, each based on a common ele-
ment, For example:

dé-faire —»
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Similarly, as a synta i
, gma the Latin word quadruplex (‘four-fold’) i
supperted by two associative series: ! plex (Tour-foldY is
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quadru-plex —»
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It is insofar as défaire and quadruplex are surrounded by thgse other
forms that they are themselves analysable into smaller units — that
they are syntagmas, in other words. Défaire woul_d become unanalys-
able if the other words containing dé- or faire d1sappfeared from the
language. Défaire would then be one simple unit, with no parts to
contrast internally. .

We can now see how this dual system works in discourse.

QOur memory holds in store all the various comple?c types of syn-
tagma, of every kind and length. When a syntagma is brought into
use, we call upon associative groups in order to m‘ake our chm_ce. So
when someone says marchons! ('let's march!), he thinks unlconscmusly
of various associative groups, at whose common intersectwp appears
the syntagma marchons! This syntagma belongs to one series which
includes the singular imperative marche! (‘march!’) and the and person
plural imperative marchez! (‘march!"), and marchons! stands in oppos-
ition to both as a form selected from this group. At the same ,tlme, it
belongs to another series which includes montons! {(let’s go-upf ), man-
geons! (let’s eat!’) etc., and represents a selection fr_om this group as
well. In each series, it is known which factor to vary in ordexj to obtain
the differentiation appropriate to the unit sough?. If the idea to be
expressed is a different one, other opplositi.ons will be brought into
play to produce a different value, thus yielding some other form, such

rehez! or montons! _
asIrtmils thus an oversimplification to say, looking at the matter posit-
ively, that marchons! is selected because it means what the speaker
intends to express. In reality, the idea evokes “,O‘f just one form- but a
whole latent system, through which the oppositions mvo_lved in the
constitution of that sign are made available. The sign by itself would
have no meaning of its own. If the forms marche! and marchez! were
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to disappear from the language, leaving marchons! in isolation, cer-
tain oppositions would automatically collapse and ipso facto the value
of marchons! would be different.

This principle applies to syntagmas and sentences of all types, even
the most complex. In uttering the words que vous dit-il? (‘what does
he say to you?), we vary one element in a latent syntagmatic type of
which other examples would be gue te dit-il?, que nous dit-il? etc.
(‘what does he say to you/us/them ...? ete.). This is the process in-
volved in our selection of the pronoun vous in que vous dit-{{? In this
process, which involves eliminating mentally everything which does
not lead to the desired differentiation at the point required, associative
groupings and syntagmatic types are both involved.

On the other hand, this process of determination and choice governs
even the smallest units, right down to phonetic elements, when they
have a value. We are thinking here not only of cases like the feminine
adjective patit (petite ‘little’) contrasting with the masculine patt (writ-
ten petit), or the Latin genitive singular domini (‘of a master) con-
trasting with the dative singular domins ('to a master’), where it
happens to be the case that the difference depends on just one sound,
but also of the more typical and subtle way in which speech sounds
themselves play their part in the system comprising a given linguistic
state. If, for example, in Greek m,p.t, ete. never occur at the end of a
word, that means that their presence or absence in a certain position
counts as a factor in word structure and sentence structure. In all
cases of this kind, the individual sound in question, as with all other
units, will be selected on the basis of a dual contrast in the mind. If
we take a hypothetical sequence like anma, the sound m is in syntag-
matic opposition with the preceding and following sounds, and also in
associative opposition with all the sounds that the mind can suggest?,
as shown:

anma

' CI. p. [164] fn. This formulation fails to make it clear exactly what status is to he
assigned to the 'sounds’ discussed here. The phrase 'all the sounds the mind can suggest’
seems to allow, for example, the possibility of imagining an English word srim, even
though the initial group sr- never in fact oceurs in English. On the other hand, if the
possibilities of contrast are limited to combinations actually eccurring in the language,
the conclusion would seem to be that the s in English siip cannot be the same ‘sound’
aa the g in lisp, since the sayntagmatic and associative relations in the two cases are
different. (Translator's note)
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3. Absolute arbitrariness and relative arbitrariness .
The mechanism of a language can be looked at in another way which
i rticular significance. L
* '?‘Emgafundamentg; principle of the arbitrary nature of the linguistic
sign does not prevent us from distinguishing in any language betweep
what is intrinsically arbitrary — that is, unmotivated — an(‘i what is
only relatively arbitrary. Not all signs are absolutely alrbztr.ary. In
some cases, there are factors which allow us to recognise dlffgrent
degrees of arbitrariness, although never to dtlscard the notion entirely.
ign may be motivated to a certain extent. .

T}'llghigFrench,] word vingt (‘twenty’) 1s unmotivated, whgreas dix-neuf
(‘nineteen’) is not unmotivated to the same extent. For du-{ne‘uff’zvokes
the words of which it is composed, dix (‘ten’) and nefuf’(m‘ne). and
those of the same numerical series: dix ('ten’), peaf ('mne,), vingt-neuf
("twenty-nine”), dix-huit {'eighteen’), soixante-dix -(‘sevent}.f ), etc. Takgn
individually, dix and neuf are on the same footing as vingt, but dwc
neuf is an examptle of relative motivation. The same is tf‘ue of poirier
(‘pear-tree’), which evokes the simple fm_-m poire ('pear )!, and has‘ a
suffix -ier which recalls that of cerisier (‘cher,ry-tree I _pommier
(‘apple-tree’), etc. (But words like fréne ('askll-tree) an’d.chene (oal;)
offer no paraliel.) Again, a word like berger ( sh_epherd} is compllet_e y
unmotivated, whereas vacker (‘cowman’) is reiatlv,e]y motlva‘ted., Sim-
ilar pairs are: gedle (jail') and cachot (‘lock-up}, }*:ache (ax’e).an_d
couperet ("chapper’), concterge {*‘porter’) and ;:'roraer" (doorn}an ), jadis
(‘of yore'), and autrefois ('formerly’), souvent (tolften‘) a,nd frequerflmefr},t
('frequently’), aveugle (‘blind’) and boiteux {(‘limping"), squrd (!dea,)
and bossu (hunch-backed’), second ("second’) and deuxieéme (21}@),
German Laub (‘foliage’) and French feuillage (‘leafage’), Frepch métier
(trade’ and German Handwerk (‘handicraft). The_Enghsh plural
ships adds an -s, recalling a whole series like flags, birds, books, etc,;
whereas the plurals men and sheep recall no parallel cages. I.n Gljeek
dése (1 will give’) expresses the idea of futurity by a sign wEuE:h llmk_s
it associatively with other future tense forms like liso, stesg, tupsa,
etc.; whereas the future form eimi ('1 will go’) is completely isolated.

The factors involved in the motivation of these various cases cannot
be examined here. But motivation is always more marked ‘1f the syn-
tagmatic analysis is more straightforward and the meaning of the
constituent units more obvious. Although some for_m.atlvre e]emenf:s
are transparent enough — e.g. the suffix -ier in pourier (‘pear-tree’),
cerisier (‘cherry-tree’), pommier (‘apple-tree’), etc. — o_thers are pf un-
certain meaning, or altogether obscure. What, for instance, is the

‘cow’ i i between the forms
! Because of vache (cow’). In English, however, the connexions :
shepherd — sheep and cowman — cow make both shepherd and cowman motivated words.

(Translator’s note)
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meaning, if any, of the suffix -o¢ in cachot (‘lock-up, nick’)? Is there in
a series of words like coutelas (‘cutlas’), fatras (jumble”), plitras (‘debr-
is'), canevas (‘canvas’), an ending -as that one can vaguely discern, but
without being able to say what it means? Not only are the elements
of a motivated sign themselves arbitrary (as are dix ‘ten’, and neuf
‘nine’, in dix-neuf ‘nineteen’}, but the value of the term as a whole is
never equal to the sum of the values of its parts. Poir X ier is not just
poir + ier (cf. p. {1767).

The phenomenon we are considering here finds its explanation in
the principles mentioned in the previous section (§2). Relative motiv-
ation implies {i) the analysis of the term in guestion, and hence a
syntagmatic relation, and (ii) appeal to one or more other terms, and
hence an associative relation. The mechanism is none other than that
by which any term whatsoever lends itself to the expression of an idea.
So far we have looked upen units as values, as elements of a system,
and considered principally the oppositions between them. But now we
are taking stock of their interdependences, both associative and syn-
tagmatic, which combine to set a limit to arbitrariness. Dix-neuf
(‘nineteen’) is interdependent associatively with dix-huit (‘eighteen’),
solxante-dix ('seventy”), etc., and syntagmatically with its constituent
elements dix (ten”) and neuf (‘nine’} (cf. p. [1771). This dual relation-
ship accounts for part of the value of the sign dix-neuf.

Everything having to do with languages as systems needs to be
approached, we are convinced, with a view to examining the limit-
ations of arbitrariness. It is an approach which linguists have
neglected. But it offers the best possible basis for linguistic studies.
For the entire linguistic system is founded upon the irrational prin-
ciple that the sign is arbitrary. Applied without restriction, this prin-
ciple would lead to utter chaos. But the mind succeeds in introducing
a principle of order and regularity into certain areas of the mass of
signs. That is the role of relative motivation. If languages had a
mechanism which were entirely rational, that mechanism could be
studied in its own right. But it provides only a partial correction to a
system which is chaotic by nature. Hence we must adopt the point of
view demanded by the nature of linguistic structure itself, and study
this mechanism as a way of imposing a limitation upon what is
arbitrary.

There exists no language in which nothing at all is motivated. Even
to conceive of such a language is an impossibility by definition. Be-
tween the two extremes — minimum of organisation and minimum of
arbitrariness — all possible varieties are found. Languages always
exhibit features of both kinds ~ intrinsically arbitrary and relatively
motivated — but in very varying proportions. This is an important
characteristic, which may have to be taken into account in classifying
languages.
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In one sense — this must not be pressed too far, but it brings out one
aspect of the contrast — a distinction could be drawn between lexico-
logical languages, in which absence of motivation reaches a maximum,
and grammatical languages, in which it falls to a minimum. This is
not to imply that 'lexical’ and ‘arbitary’ are always synonymous, or
‘grammar’ and 'relative motivation’ either. But they go together in
principle. There are, one might say, two opposite poles towards which
the whole system is drawn, or two contrary currents sweeping through
it. On the one hand there is a tendency to use lexicological means,
which favours the unmotivated sign. On the other hand there is a
tendency to use grammatical means, which favours regular
construction.

English, for example, can be seen to favour lack of motivation more
markedly than German. The ultra-lexicological extreme is represented
by Chinese, whereas Proto-Indo-European and Sanskrit are examples
of the ultra-grammatical. Within the same language, a whole evolu-
tionary trend may be marked by constant. movement from motivation
to arbitrariness, and vice versa. The result of this to-and-fro is often
a noticeable shift in the proportions of the two categories of sign.
French, as compared with Latin, is marked among other things by a
huge increase in arbitrariness. Whereas Latin inimicus (‘enemy’) is
motivated by its relations with in- (‘un-) and amicus (friend’), the
French word ennemi {‘enemy’) lacks motivation entirely. Ennemi has
relapsed into absolute arbitrariness, and this is the basic condition of
the linguistic sign. This shift can be seen in hundreds of French
examples: Latin constare 'to cost’ (stare ‘to stand’) vs. French cotiter
{'to cost), Latin fabrica ‘workshop’ (faber ‘workman’) vs. French forge
(‘forge’}, Latin magister ‘master’ (magis ‘more’) vs. French maftre
(‘master’), Latin berbicarius ‘shepherd’ (berbix ‘sheep” vs. French

berger (‘shepherd’), etc. These changes have given French a very dis-
tinctive character.




